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ABSTRACT

Background: Chronic kidney disease (CKD) with diagonised end-stage renal disease (ESRD)is common public health problems worldwide. The aim of this study was to model and compare different parametric (Weibull, Log-logistic and Lognormal) and semi-parametric (Cox ph) regression survival models, using endstage renal disease (ESRD) data set.

Method: This study was conducted from 30, May 2012 to April 1st, 2016 and encompassed 500 ESRD patients at Adama Hospital Medical College. Retrospectives data were gathered by reviewing patients’ medical and surgical wards history. The Cox ph regression and parametric Weibull, Log-logistic and log normal models were used for analyzing survival analysis of ESRD patient using R statistical package and STATA software. To compare these models Akaike Information criterion (AIC) and Cox-Snell residual were utilized.

Results: In this study, the totals of 500 ESRD patients were considered. 66.20% were female and 33.80% were male. Among those patients 72.40% and 27.60% were alive and died respectively. Concurrence to the both criteria (AIC and Cox-Snell residual), Lognormal survival model manifested the best results as compared with other models. Harmonyto this model, age at the time of admission (HR=0.94, p-value < 0.05), sex of patients (HR=0.54, p-value <0.05) and Family history (HR=0.45, p-value<0.05), had significant effect on survival of the ESRD patient

Conclusion: parametric survival model with baseline hazard lognormal distribution was found appropriate to our dataset. Deal to the results of study, it conclude that having ESRD with complications increases the probability of death. The estimated survival and hazard rate (time ratio) of ESRD patients under age, sex and Family history had significant difference with p-values less than 0.05. Female patients have greater risk of death than males and based on the mean survival time age of patients greater than 53.34 years have a higher risk of death.

Keywords: Chronic Kidney Disease, ESRD, Risk Factors, parametric models, death
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1. INTRODUCTION

1.1. BACKGROUND OF THE STUDY

Chronic kidney disease (CKD) is a world-wide public health problem and it is associated with adverse outcomes of kidney failure, cardiovascular disease and premature death [1]. CKD is a condition in which your kidneys are damaged and cannot filter blood as well as healthy kidneys. Because of this, wastes from the blood remain in the body and may cause other health problems. Each of our kidneys has about a million tiny filters, called nephrons. If nephrons are damaged, they stop working. For a while, healthy nephrons can take on the extra work. But if the damage continues, more and more nephrons will be shut down. After a certain point, the nephrons that are left cannot filter your blood well enough to keep you healthy [2].

In 2010 it has been estimated that more than 500 million individuals globally have CKD, defined by either kidney damage or glomerular filtration rate (GFR) < 60 ml/min/1.73 m² for ≥ 3 months, regardless of the cause [3]. This risk is due to high rates of diabetes and high blood pressure in these communities [4]. The CKD stages were categorized based on the classification system established by the National Kidney Foundation - Kidney Disease Outcomes Quality Initiative classification. For the purposes of this study, CKD was defined as Kidney Disease Outcomes Quality Initiative CKD stages 1–5 [4, 5]. End-stage renal disease (ESRD) which corresponds to an estimate GFR of < 15 ml/min/1.73m², initiation of maintenance dialysis or receipt of preemptive renal transplantation is classified as CKD stage five. A person with ESRD needs treatment to replace the work of the failed kidneys [6].

According to the latest WHO data published in April 2011, kidney disease deaths in Ethiopia reached 12,038 or 1.47% of total deaths. Globally, more than 100 countries (with combined population >1 billion) have no provisions for chronic maintenance dialysis or kidney transplantation and thus, more than 1 million people die annually from ESRD [6-8]. Kidney disease imposes disproportionate, incalculable human suffering and a catastrophic economic burden on the African continent in several respects: less than 2% of the patients with ESRD have access to RRT making ESRD a death sentence for most patients. The ESRD rate is
increasing at 6% to 8% per year on the African continent; Africa is experiencing an accelerated incidence of hypertension (60 million people) and type 2 diabetes mellitus (>12 million people), which are the underlying causes in >15% of CKD cases; and finally, at current estimates, none of the 54 countries in Sub-Saharan Africa (SSA) will be able to afford the cost of medical care associated with pre-dialysis CKD for their populations (estimated to be $2500 to $20,000 per patient annually) [5, 11, 12]. There is no cure for CKD, although treatment can slow or halt the progression of the disease and can prevent other serious conditions developing. [9, 13, 14]

The statistical analysis of lifetime data (time-to-event) plays an important role in medicine because we are observing something that develops dynamically over time. There are two points related to this development of survival data. First, Survival times are usually a mixture of discrete and continuous data that lend themselves to a different type of analysis. The Kaplan-Meier estimator of the survival function is a major step in the development of suitable models for such kind of data. Second, most evaluations are made conditionally on what is known at the time of the analysis, and changes over time [16, 17].

The Cox proportional hazards (PH) model is now the most widely used for the analysis of survival data in the presence of covariates or prognostic factors. One of the reasons this model is so popular is because of the ease with which technical difficulties such as censoring and truncation are handled. This is due to the appealing interpretation of the hazard function as a risk that changes over time [17]. We use parametric survival models when the assumptions of Cox-PH should not fulfilled. Parametric survival models are statistically more powerful than nonparametric or semi-parametric models [19]. A survival analysis is conduct by using Weibull, Log-logistic and lognormal. This would be study by means of real dataset which is collected from CKD patients in Adama Hospital Medical College. Models are compared using AIC value and visual inspection method that is the residual plots.
1.2. Statement of the Problem

Kidney disease is an important public health issue worldwide. To address the CKD problem of Ethiopia sustained efforts from nongovernmental organizations (NGOs), governmental agencies, the pharmaceutical industry, and medical training programs are needed. The goal is to prevent renal failure and death from renal failure in the people. To achieve this goal, development of a high-quality chronic dialysis program is needed.

For many years the magnitude of ESRD in Ethiopia has not been studied except, by healthcare the prevalence of CKD and associated risk factor among diabetic patients. They are used logistic regression from statistical analysis and the health form of equation. [1]

This study aimed to determine what variables affect the probability of survival of Chronic Kidney Disease patients diagnosed with ESRD and to assess the effectiveness of the developed survival model to provide reasonably accurate. The survival time for the ESRD patients who are follow up may depend on different factors, such as demographic factors, health conditions, the primary treatments given to the patients, the age, sex, hypertension Disease, diabetes mellitus and CKD diagnosis of ESRD and other risk factors patients that led them to death.; it is be attempt to find answers to the following questions:

1. What is the risk factor of CKD patients’ diagnosed with ESRD that leads to death?
2. Parametric survival model comparison (weibull, log-logistic, lognormal) and Cox ph regression in order to find which one of them is the best model to describe the CKD patient?

1.3. Objectives of the Study

1.3.1 General Objective:

The main objective of this study is to identify the major predictive factors of survival analysis of patients with end stage renal disease under appropriate survival model for the death time in CKD patients: in the case of Adama Hospital Medical College.
1.3.2. Specific Objectives:

The specific objectives of this study are:

1. To identify predictive factor of hospital outcome (prolonged hospital stay and hospital mortality) in AHMC.
2. To determine the most significant of the risk factors of survival time of CKD patients at ESRD.
3. To find out an appropriate survival model for the survival time in CKD patients.

1.4. Significance of the Study

Pieces of empirical information to be generated by this study would be paramount importance. Study of literature shows that much work has been carried out on statistical analysis on health related issues. The research gap is for many years the magnitude of ESRD in Ethiopia has not been studied. Thus, this research could be a good stepping ground for other studies on kidney disease. The study would be used to identify risk factors of kidney associated mortality or death of patients. On model comparison choosing various parametric survival models, the research would reduce uncertainties on survival models specifically in fitting data such as kidney disease. Researcher’s that would be willing to carry out relevant study in the future and also the analysis would be great significance. And also this research would be useful to researchers, and government and nongovernmental organization which are working in the health sector especially concerning on kidney disease (the factors affecting survival/death status of CKD are captivating RRT) for policy formulation.
2. LITERATURE REVIEW

2.1 Definition and General Overview of Chronic Kidney Disease

The kidneys regulate the composition and volume of blood, remove metabolic wastes in the urine, and help control the acid/base balance in the body. They activate vitamin D needed for calcium absorption and produce erythropoietin needed for red-blood-cell synthesis. One of the most useful tools is the nutritional care plan [5].

CKD has been defined as decreased kidney function and/or kidney damage persistent for at least 3 months. Kidney dysfunction is indicated by a glomerular filtration rate (GFR) of less than 60 mL/min/1.73m², while kidney damage most frequently is manifested as increased urinary albumin excretion.2 Within this framework, CKD has been categorized into five stages: Stage 1: Kidney damage with GFR ≥90 mL/min/1.73 m² (normal), Stage 2: Kidney damage with GFR 60–89 mL/min/1.73 m² (increased risk damage), Stage 3: GFR 30–59 mL/min/1.73 m² (decrease GFR), Stage 4: GFR 15–29 mL/min/1.73 m² (regardless of kidney damage) and Stage 5: GFR <15 mL/min/1.73 m² (kidney failure) treated by dialysis or transplantation [11].

Multiple well-designed randomized controlled human trials have evaluated both the efficacy and safety of protein restriction in patients with progressive CKD [12]. Moderate protein restriction (0.6 to 0.8 g/kg per day) is associated with significant benefit of protein restriction in delaying renal dialysis [12, 20, 22]. It is generally well tolerated and does not lead to malnutrition in patients with CKD providing caloric goals are met, dietary protein is of high biologic value, and metabolic acidosis is avoided. For CKD stage 3, low protein, low phosphorus diets may retard dialysis [21]. A diet providing about 0.60–0.75 g protein/kg/day, of which at least 0.35 g/kg/day is high biologic value protein, is needed to ensure a sufficient intake of the essential amino acids. For CKD stage 4 and 5, the potential advantages of using a low-protein, low-phosphorus diet are more compelling. A low protein diet will generate less nitrogenous compounds that are potentially toxic both systemically and to the kidney itself. In addition, it generally contains less phosphorus and potassium; reductions which are usually imperative at this advanced stage of renal failure. The same energy intakes are recommended for people with stage 3 or 4 CKD (i.e. GFR 60 mL/
minute/1.73 m$^2$). Not all individuals with chronic renal disease are willing and able to adhere to diets providing 0.60 g protein/kg/day or less. For this reason it is necessary to have a close follow-up and nutrition counseling by a registered dietician at least 3-4 times a year. [21-24]

A diagnosis of End Stage Renal Disease (ESRD) means that you are in the final stage of kidney disease and your kidneys are not functioning well enough to meet the needs of daily life. It also used to be an automatic death sentence; however, advancements in treatments now allow patients to live much longer than ever before [15]. Without dialysis or a kidney transplant, death will occur. The outcome of the treatment depends on the patient. Having kidney disease increases chances of having cardiovascular disease, heart attacks, and strokes. Also, the body can hold in too much fluid which could lead to swelling in your arm and legs, high blood pressure, or fluid in your lungs called pulmonary edema [20]. To analysis the random cause of the morbidity among Ethiopia people, the researchers generated a mathematical survival model that would predict the absolute risk of death with End Stage Renal Disease patients [9].

2.2 Empirical Literature Review

Chronic kidney disease (CKD) is a worldwide public health problem that affects 26 million Americans in the U.S., with 600,000 requiring dialysis or kidney transplantation. Despite its prevalence, there are fewer clinical trials for kidney disease than any other common disease. In December 2012, the National Kidney Foundation (NKF) and the Food and Drug Administration (FDA), challenged the research community to evaluate the current definition of kidney disease progression and examine whether improvements were possible. At that time, NKF and FDA officials viewed favorably emerging evidence that a decline in estimated kidney function was promising as a reliable indicator of kidney disease progression. This research grew directly out of the NKF-FDA challenge[5]. For the study, a global Chronic Kidney Disease Prognosis Consortium led by Josef Coresh, MD, PhD, MHS, a professor at the Bloomberg School, analyzed data from 1.7 million participants recruited into 35 cohorts in dozens of countries from 1975-2011 and followed for an average of 5 years. The researchers’ points of comparison were the FDA’s current definition of CKD
disease onset for clinical trials a doubling of serum creatinine, a blood marker that assesses kidney function and the emerging evidence on a decline in estimated kidney function. [40]

Researchers first analyzed kidney disease progression among all participants during a baseline period of two years. Then they examined how this progression predicted subsequent disease progression to the observed 12,344 cases of end-stage renal diseases (ESRD) and 223,944 deaths. The study found that the current serum-creatinine standard used in clinical trials which is associated with a 57% reduction in kidney function carried very high risk a 32-fold increased risk of ESRD and 3.7-fold increased risk of mortality but only occurred in less than 1% of participants in the two-year baseline period[17-21]. In contrast, a 30% decline in kidney function, also measured by serum creatinine levels, occurred in 7% of participants in the two-year baseline period. This was associated with a 5-fold higher risk of end-stage renal disease (ESRD) and 1.8-fold higher risk of mortality. This level of risk is high and yet common and early enough to facilitate testing if new therapies are working.

Although mortality rates have decreased over the last decade, they still remain on a very high level. According to the United States Renal Data System, 147 per 1,000 Medicare CKD patients age 66 and older died in 2009. Only 50% of dialysis patients and 82% of those who receive a preemptive transplant are still alive three years after the start of ESRD therapy. The mortality rate in 2009 for ESRD and dialysis patients 65 and older was 274 and 313 per 1,000 respectively. The Renal Association states that patients who present with uncomplicated AKI have a mortality rate of up to 10%, in patients presenting with AKI and multiorgan failure the rate increases to over 50%, and rises further to as high as 80% if renal replacement therapy is required. In mainland China, the number of CKD patients was estimated to be around 119.5 million based on a national survey in 2010 [12]. Data from the Chinese Renal Data System revealed that there were 270,000 patients undergoing HD, while only 30,000 were received PD treatment [21-23], suggesting that HD is the major treatment modality in China, accounting for approximately 90% of the total ESRD patients.

In Italy, chronic kidney disease (CKD), defined as Glomerular Filtration Rate (GFR) < 60 ml/min, represent about 6% of population [7]. The end-stage renal disease (ESRD) for which life can be sustained only with renal replacement therapy such as dialysis or kidney
transplantation is growing and in Italy the last report from RIDT (Italian registry of dialysis and transplant) show an incidence of about 160 parts-per-million (p-pm) and prevalence of 788 p-pm. There are currently approximately 40,000 patients undergoing maintenance dialysis. In 2012, the National Kidney and Transplant Institute (NKTI) cited kidney failure as the 9th leading cause of death among Filipinos [20].

According to the latest WHO data published in April 2011, kidney disease deaths in Ethiopia reached 12,038 or 1.47% of total deaths. Among adult patients with Acute Kidney Injury (AKI), septic abortion and falciparum malaria were the leading causes in studies in the 1980’s and 90’s. Like all other chronic non-communicable diseases, data on the prevalence of Chronic Kidney Disease (CKD) and the incidence and prevalence of kidney disease in Ethiopia are not available. However, there are some hospital based studies and observations indicating the causes of CKD and several studies both in hospital and in the community looking at the major risk factors for CKD, namely hypertension and diabetes. Based on some unpublished hospital based studies and estimates: more recent data from TikurAnbessa Hospital, the main teaching hospital of AAU Medical School, indicate that chronic glomerulonephritis, diabetes and hypertension are the leading causes of CKD. Renal diseases accounted for 1.2-6% of adult hospital medical admissions in reports from various parts of the country[9].

2.3 Socio-Economic Factors the Death of End Stage Renal Disease

Chronic renal failure, the ultimate stage of chronic kidney disease, represents a major issue for the National Health Service due to the high increase of its incidence and prevalence as well as for the high social costs associated with the management of the disease. More specifically, and with a particular reference to medical and non-medical direct costs, an average annual cost per patient under dialysis was estimated to be about €34,071.70 (i.e. €653.43 per week). The low protein diet, as reported in scientific literature, has demonstrated to be the best alternative in order to delay dialysis [12, 23]. However, in terms of healthcare politics and planning, it is essential to demonstrate also an economic advantage (sustainability) deriving from such care. A mixed model of care may be a way to subsidize health care services for the poor. Malaysia provides its dialysis services via a blend of model
of care of public hospitals, for-profit private centers, and not-for-profit organizations, such as religious groups, the National Kidney Foundation and the Rotary club [4, 24].

Africa is experiencing an accelerated incidence of hypertension (60 million people) and type 2 diabetes mellitus (>12 million people), which are the underlying causes in >15% of CKD cases; and finally, at current projections, none of the 54 countries in Sub-Saharan Africa (SSA) will be able to afford the cost of medical care associated with pre-dialysis CKD for their populations (estimated to be $2500 to $20,000 per patient annually) [2, 7, 9]. Even more out of reach is the annual cost of dialysis treatment which amounts to $20,000 to $30,000 per person per year in SSA -Medicare covers this cost expenditure for the 500,000 US citizens with ESRD. In contrast, fewer than 5% of the 500,000 new cases of ESRD in SSA gain access to even a limited period of dialysis [38, 39]. These distressing facts elevate the urgent need for research to mitigate the incidence and severity of kidney disease globally and particularly in SSA.

For many years the magnitude of ESRD in Ethiopia has not been studied. The use of dialysis in the country as a treatment strategy for ESRD dates less than a decade. In addition, access for dialysis is limited and is a highly unaffordable for the general public. Each dialysis session costs about $100 (1700 Birr) excluding the costs for other supportive cares. Because of the low socio-economic status, dialysis is thus considered as luxury care in the country. There is currently no dialysis center in Public hospitals in Ethiopia with a population surpassing 85 million. In addition, there is no national strategy for prevention and care of patients with CKD[13, 20].

2.4 Overview of Model Families

2.4.1 Identification of Survival Indicators

Survival models have been extensively used in medical research during last several years. Especially the Cox proportional hazards model. In fact, Cox proportional hazards model become workhorse of regression analysis for censored data. In Cox proportional hazards model, they included explanatory variables or covariates to study the effect of covariates on distribution of survival times [26]. As the use of survival analysis grew, parametric models
gave way to non-parametric and semi-parametric approaches for their appeal in dealing with the ever-growing field of clinical trials in medical research. Survival models have the capability of handling censored data. Cox and Oakes used survival analysis in modeling human lifetimes [16].

The Cox Proportional Hazard model is the most popular technique to analyze the effects of covariates on survival time but under certain circumstances parametric models may offer advantages over Cox’s model. The results of data analysis using parametric models are similar to the Cox regression. Although the Hazard Ratio in Cox and parametric models are approximately similar but Weibull and Exponential are the most favorable for survival analysis of the data [18, 19, 23].

Moreover, characterizing the different survival distributions that correspond to different subgroups within a heterogeneous population is the objective of many studies. In a review of survival analyses in CKD study, it was found that only 5% of all studies used the Cox model with respect to checking the underlying assumptions. If this assumption does not hold, the Cox model can lead to unreliable conclusions. Therefore, the parametric models such as Lognormal, Weibull, Exponential and log logistic are the common options. These models provide the interpretation based on a specific distribution for duration times without need to proportional hazard assumptions [26, 28].

The study conducted in Iran (2013) reported that the variables survival included the following variables: age (p=0.0001), heart failure (p = 0.001), Hypertension rat (p = 0.003), relative family (p=0.037), serum albumin (p = 0.0001) were significantly influences. The results indicated the general preference of parametric models over Cox semi-parametric model. The lognormal model had the highest efficiency among parametric models. And suggested that the lognormal models has the best fit among parametric models and may be used as a substitute for Cox model in analyzing kidney transplant survival, they included this variable in the final model in order to shape the effect of the nephrological monitoring on survival of incident dialysis patients [35, 41, 47]. They apply their models to bivariate survival data set of related to Kidney disease and compare these above models using AIC comparison techniques [48].
3. DATA AND METHODOLOGY

This section describes the data and methods used in this study to come up with the development of a survival model and estimate the probability of surviving all causes of death for a specified time interval calculated from the cohort of ESRD cases.

3.1 Source of Data

The data used for this study were obtained from Adama Hospital Medical College, Adama town, Oromia regional state, Middle East Ethiopia, 99 km away from Addis Ababa. The hospital serves as a referral hospital to the patients from different parts of Oromia region and other nearby regions such as Amhara, Somali and Afar regional states. The survival data were extracted from the patient’s chart which contains epidemiological, laboratory and clinical information of all CKD patients.

3.2 Study Design and Period

Retrospectives data were gathered for patients in the medical and surgical wards. Data were collected on all patients from their medical records with laboratory result. The clinicians follow result between 30, May 2012 to 1st, April 2016 in AHMC. The study was a retrospective study i.e. all the events-exposure had already occurred in the past, which reviews the patient cards and patent's information sheet.

3.3 Study Population

The total number of Chronic Kidney Disease patients diagnosed with ESRD from 30, May 2012 to 1st, April 2016 in AHMC. These consist of the age, gender, hypertension Disease, diabetes mellitus and CKD diagnosis of ESRD patients that led them to death.

3.3.1 Data Gathering Procedure

In this study, all of the data needed by the researcher were obtained from the records in Adama Hospital Medical College. To compute the risk factors of death on CKD patients diagnosed with ESRD, the status of each patient are needed to be observed.
Inclusion and exclusion criteria

Inclusion criteria: - The CKD patients’ end-stage renal/ESR (15-29 ml/min/1.73m² GFR) with diagnoses risk factors.

Exclusion criteria: - The patient’s chronic renal insufficiency, late renal insufficiency, pre-ESRD (>=30 ml/min/1.73m² GFR) and other related CKD patients.

3.4. Variables of the Study

3.4.1 The Response Variable

The response /dependent variable in this study is the survival time (time to death) measured in Days from the date of the treatment start until the date of the patient’s death or censor (Patients who lost to follow; transferred to another Hospital for referral). The status of the patients is 1 if the person died and 0 if the person is censored over the given time.

3.4.2 Explanatory Variables

Some predictors are considered in this study to investigate the determinant factors for the survival time of CKD patients and are given below:

Table 1. Description of independent variables used in the analysis.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Values/codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>0= Male 1= Female</td>
</tr>
<tr>
<td>Age</td>
<td>Years</td>
</tr>
<tr>
<td>Residence</td>
<td>0=Rural 1= Urban</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>0=No 1= Type I 2= Type II</td>
</tr>
<tr>
<td>Hipertensión</td>
<td>0=No 1= Yes</td>
</tr>
<tr>
<td>Vascular access</td>
<td>1= Fistula 2= Catheter 3= Graft,</td>
</tr>
<tr>
<td>Family history</td>
<td>0=Absent 1= Present</td>
</tr>
<tr>
<td>Obesity</td>
<td>0= Absent 1= Present</td>
</tr>
</tbody>
</table>
3.4.2.1 OPERATIONAL DEFINITION

1. Age = age of the ESRD patients in year.
2. Sex = sex of the ESRD patients.
3. Residence = the place of the patients lived.
4. Diabetes mellitus = a chronic condition associated with abnormally high levels of sugar (glucose) in blood
5. Hypertension (high blood pressure) = as a systolic blood at or above 140mmHg and/or a diastolic blood pressure at or above 90 mmHg.
6. Vascular access = the most common treatment for kidney failure.
7. Obesity = use a measurement called BMI (body mass index) which is the individual's weight multiplied by 703 and then divided by twice the height in inches. BMI of 25.9-29 is considered overweight; BMI over 30 is considered. Obesity is an abnormal accumulation of body fat.
8. Family history = the relative or family history of kidney patients.

3.5. METHODS OF DATA ANALYSIS

3.5.1 The Survival Model

Survival analysis is survival time which is also called failure time. Survival time is a length of time that is measured from time origin to the time that event of interest occurred. To determine survival time precisely, there are three requirements: A time origin must be unambiguously defined, a scale for measuring the passage of time must be agreed upon and finally the definition of event (often called failure) must be entirely clear. The specific difficulties in survival analysis arise largely from the fact that only some individuals have experienced the event and other individuals have not had the event in the end of study and thus their actual survival times are unknown. This leads to the concept of censoring. Censoring occurred when we have some information about individual survival time, but we do not know the survival time exactly. There are three types of censoring: right censoring, left censoring, and interval censoring.
**Right censoring**: is said to occur if the event occurs after the observed survival time. Let $C$ denote the censoring time, that is, the time beyond which the study subject cannot be observed. The observed survival time is also referred to as follow up time. It starts at time 0 and continues until the event $Y$ or a censoring time $C$, whichever comes first. Let $C_1, C_2, \ldots, C_n$ be a sample of censoring times. And $T_1, T_2, \ldots, T_n$, be event times. We observe a sample of couples, $(y_1, \delta_1), (y_2, \delta_2), \ldots, (y_n, \delta_n)$, where for $i=1,2,\ldots,n$.

$$Y_i = \min (T_i, C_i) = \begin{cases} T_i, & if \, T_i \leq C_i \\ C_i, & if \, T_i \geq C_i \end{cases}$$

$$\delta_i = I (T_i \leq C_i) = \begin{cases} 1, & if \, T_i \leq C_i \\ 0, & if \, T_i \geq C_i \end{cases}$$

The actual occurrence time of event is known within an interval of time. An important assumption for methods presented in survival analysis studies for the analysis of censored survival data is that the individuals who are censored are at the same risk of subsequent failure as those who are still alive and uncensored i.e. a subject whose survival time is censored at time $C$ must be representative of all other individuals who have survived to that time. If this is the case, the censoring process is called non-informative. Statistically, if the censoring process independent of the survival time. In this study, we assumed that the censoring is random right censoring. The response variable in survival analysis is survival time and is no longer limited to only time to death. It is a non-negative random variable used loosely for the time period from a starting time point to the occurrence of any event. In this study context used a random right censored; survival time is the length of survival time of ESRD patients which is measured in days in Adama Hospital Medical College follow up from May 30, 2012 to 1st April 2016.

### 3.5.2 Survival Functions

The survivor function is defined to be the probability that the survival time of a randomly selected subject is greater than or equal to some specified time. Thus, it gives the probability that an individual surviving beyond a specified time. Moreover, the distribution of survival time is characterized by three functions: The survivorship function, the probability density function, and the hazard function.
Let $T$ be a continuous random variable associated with the survival times, $t$ be the specified value of the random variable $T$ and $f(t)$ be the underlying probability density function of the survival time $T$. The cumulative distribution function $F(t)$, which represents the probability that a subject selected at random will have a survival time less than some stated value $t$, is given by:

$$F(t) = P(T < t) = \int_0^t f(u)du , t \geq 0$$

The survivor function $S(t)$ is given by;

$$S(t) = P(T \geq t) = 1 - F(t), t \geq 0$$ \hspace{1cm} (1)

From equations (1) and (2) the relationship between $f(t)$ and $S(t)$ can be derived as

$$f(t) = \frac{d}{dt} F(t) = \frac{d}{dt} \left( 1 - S(t) \right) = -\frac{d}{dt} S(t) \geq 0 \hspace{1cm} (2)$$

Theoretically, as $t$ ranges from 0 to infinity, the survivor function can be graphed as a smooth curve. Survivor functions have the characteristics that:

1. They are non-increasing
2. At time $t = 0$, $S(0) = 1$; that is, at the start of the study, since no one has experienced the event yet, the probability of surviving past time 0 is one and
3. At time $t \rightarrow \infty$, $S(\infty) \rightarrow 0$; that is, theoretically, if the study period increased without limit, eventually nobody would survive, so the survivor curve must eventually converge to zero.

### 3.5.3 Hazard Function

The hazard function $h(t)$ gives the instantaneous potential for failing at time $t$, given that the individual has survived up to time $t$. The hazard function is a measure of the probability of failure during a very small interval, assuming that the individual has survived at the beginning of the interval. The hazard function is not a probability as it does not lie between 0 and 1.

The hazard function, $h(t) \geq 0$ is given as;
By applying the theory of conditional probability and the relationship in equation (3), the hazard function can be expressed in terms of the underlying probability density function and the survivor function becomes:

\[ h(t) = \lim_{\Delta t \to 0} \frac{P[\text{an individual fails in the time interval }(t, t+\Delta t) \mid \text{given survives until time } t]}{\Delta t} \]

\[ = \lim_{\Delta t \to 0} \frac{P(t \leq T \leq t+\Delta t \mid T \geq t)}{\Delta t} \quad (3) \]

The corresponding cumulative hazard function, \( H(t) \), is defined as:

\[ H(t) = \int_0^t h(u) du = -\ln S(t), \quad (5) \]

Then; \( S(t) = \exp(-H(t)) \) And

\[ f(t) = h(t)S(t) \quad (6) \]

The survival function is most useful for comparing the survival progress of two or more groups. The hazard function gives a more useful description of the risk of failure at any time point.

### 3.5.4 Non-Parametric Methods

Nonparametric methods are often very easy and simple to understand as compared to parametric methods. Furthermore, nonparametric analyses are more widely used in situations where there is doubt about the exact form of distribution. Survival data are conveniently summarized through estimates of the survival function and hazard function. The estimation of the survival distribution provides estimates of descriptive statistics such as the median survival time. These methods are said to be non-parametric since they require no assumptions about the distribution of survival time. Preliminary analysis of the data using non-parametric methods provides insight into the shape of the survival function for each group and get an idea of whether or not the groups are proportional, i.e., if the
estimated survival functions for two groups are approximately parallel (do not cross). In order to compare the survival distribution of two or more groups, log-rank tests can be used.

### 3.5.4.1 The Kaplan-Meier Estimator of Survival Function

The Kaplan–Meier (KM) method is a nonparametric survival analysis that is used to estimate the two survival probabilities curves dealing with differing survival times especially when not all of the subjects continue in the study. KM estimator incorporates information from all of the observations available, both censored and uncensored, by considering any point in time as a series of steps defined by the observed survival and censored times. When there is no censoring, the estimator is simply the sample proportion of observations with event times greater than \( t \). The technique becomes a little more complicated but still manageable when censored times are included. Let ordered survival times are given by \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_j \leq \infty \), then:

\[
\hat{S}(t) = \begin{cases} 1, & \text{if } t < t_1 \\ \prod_{j:t_j \leq t} [1 - \frac{d_j}{r_j}], & \text{if } t \geq t_1 \end{cases} 
\]  

Where; \( d_j \) is the observed number of events at time \( t_j \) and \( r_j \) is the number of individuals at risk at time \( t_j \).

The Kaplan-Meier estimator, \( \hat{S}(t) \) is a step function with jumps at the observed event times. The size of the jump at a certain event time \( t_j \) depends on the number of events observed at \( t_j \), as well as on the pattern of the censored event times before \( t_j \). Kaplan-Meier also known as the Product-Limit estimator. The variance of the Product-Limit estimator is estimated by Greenwood’s formula [25], and is given by:

\[
\text{Var}(\hat{S}(t)) = [\hat{S}(t)]^2 \sum_{j:t_j \leq t} \frac{d_j}{r_j(r_j-d_j)}; \quad j = 1, 2, \ldots, r 
\]

Since the distribution of survival time tends to be positively skewed, the median is preferred for a summary measure. The median survival time is the time beyond which 50% of the individuals under study are expected to survive, i.e., the value of \( t_{50} \) at \( \hat{S}(t_{50}) = 0.5 \). The
estimated median survival time is given by \( t_{50} = \min \{ t_i / S(t) < 0.5 \} \), where \( t_i \) is the observed survival time for the \( i^{th} \) individual, \( i = 1,2, \ldots, n \)[28].

3.5.4.2. Comparison of Survival Distributions

The log–rank test: is a non-parametric test that provides an overall comparison of the KM curves being compared. The main objective is to compare two survival curves by treatment group. The log rank test statistic for comparing two groups is given by:

\[
Q = \frac{\left( \sum_{i} w_i (d_{1i} - \hat{e}_{1i}) \right)^2}{\sum_{i} w_i^2 \hat{V}_{1i}} \sim X^2_{k-1},
\]  

(9)

Where: \( \hat{e}_{1i} = \frac{n_{1i}d_i}{n_i} \) And \( \hat{V}_{1i} = \frac{n_{1i}n_{0i}(d_{1i}-d_i)}{n_i^2 (n_i-1)} \)

- \( n_{0i} \) = the number at risk at observed survival time \( t_{(i)} \) in group 0
- \( n_{1i} \) = the number at risk at observed survival time \( t_{(i)} \) in group 1
- \( n_i \) = the total number of individuals or risk before time \( t_{(i)} \)
- \( d_{1i} \) = is the number of observed event in group 1
- \( d_i \) = the total number of event at \( t_{(i)} \)
- \( k \) = is number of groups in each category

3.5.5 Semiparametric Cox Ph Regression Model

The non-parametric method does not control for covariates and it requires categorical predictors. When we have several prognostic variables, we must use multivariate approaches. But we cannot use multiple linear regression or logistic regression because they cannot deal with censored observations. We need another method to model survival data with the presence of censoring. One very popular model in survival data is the Cox proportional hazards model. The Cox proportional hazards (PH) regression model (introduced in a seminal paper by Cox, [26]; a broadly applicable and the most widely used method of survival analysis. Survival models are used to quantify the effect of one or more
explanatory variables on failure time. This involves specification of a linear-like model for the log hazard. A parametric model based on the exponential distribution may be parameterized as follows:

$$\log h_i(t \mid x) = \alpha + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_k x_{ik}$$

Equivalently;

$$h_i(t \mid x) = \exp(\alpha + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_k x_{ik}) = \exp(\alpha)\exp(\beta'X)$$

In this case the constant $\alpha$ represents the log-baseline hazard since $\log h_i(t) = \alpha$ when the entries are zero. The Cox PH model is a semi-parametric model where the baseline hazard $h_i(t)$ is allowed to vary with time.

$$\log h_i(t \mid x) = \alpha(t) + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_k x_{ik}$$

$$h_i(t \mid x) = h_o(t)\exp(\beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_k x_{ik})$$

$$h_i(t \mid x) = h_o(t)\exp(X_i^T \beta)$$ \hspace{1cm} (10)

Where $h_o(t)$ is the baseline hazard function; $X_i$ is a vector of covariates and $\beta$ is a vector of parameters for fixed effects.

The corresponding survival function for Cox-PH model is given by:

$$S(t,X) = [S_o(t)]^{\exp\left(\sum_{i=1}^{p} \beta_i x_i\right)} \hspace{1cm} (11)$$

where, $S_o(t)$ is the baseline survival function.

In this model, no distributional assumption is made for the survival time; the only assumption is that the hazards ratio does not change over time (i.e., proportional hazards) that is why this model is also known as semi-parametric model. Even though the baseline hazard is not specified, we can still get a good estimate for regression coefficients $\beta$, hazard ratio, and adjusted hazard curves. If all of the $x$’s are zero the second part of equation(11) equals 1 so, $h_i(t) = h_o(t)$. For this reason the term $h_o(t)$ is called the baseline hazard function. With the Cox proportional hazards model the outcome is described in terms of the hazard ratio. The measure of effect is called hazard ratio. The hazard ratio of two individuals with different covariates $X$ and $X^*$ is given by:
This hazard ratio is time-independent, which is why this is called the proportional hazards model. The parameter of the Cox proportional hazard model refers to the hazard ratio of one group in comparison to the other groups for categorical covariates and change in hazard ratio with a unit change of the covariate for the continuous variables when other covariates are fixed.

The change in hazard ratio for the continuous covariate is given by:

$$\frac{h(t,x_k+1)}{h(t,x_k)} = \exp(\beta_k).$$

(12)

Which represent change in the hazard when there is a unit change in the covariate while other covariates keeps constant.

For categorical explanatory variable $X$ with $a$ levels, the model containes $(\alpha-1)$ dummy variables defined as $D_i = 1$, if $x = i$, and 0 otherwise for $i = 1,2,\ldots, \alpha-1$. Let $\beta_1, \beta_2, \ldots, \beta_{a-1}$ denote the coefficient of the levels of dummy variables. The ratio of the hazard of two subjects, one with $X$ at level $j$ and other with $k$ ($j,k = 1,2,\ldots, \alpha-1$), provided that the value of all other explanatory variables for this subject are the same, the hazard ratio between these two categories is given by:

$$\frac{h(t | D_j)}{h(t | D_k)} = \frac{\exp(\beta_j)}{\exp(\beta_k)} = \exp(\beta_j - \beta_k).$$

The quantity $\exp(\beta_j - \beta_k)100\%$ signifies the ratio of hazard function for subject at level $j$ and $k$ of covariates, given that the effect of other covariate keeps fixed.

### 3.5.5.1 Partial Likelihood Estimation for Cox Ph Model

Fitting the Cox proportional hazards model, we estimate $h_o(t)$ and $\beta$. A more popular approach is proposed by Cox [27] in which a partial likelihood function that does not depend on $h_o(t)$ is obtained for $\beta$. Partial likelihood is a technique developed to make inference about the regression parameters in the presence of nuisance parameters ($h_o(t)$) in the Cox PH model. In this part, we construct the partial likelihood function based on the proportional hazards model.
The data in survival analysis based on the sample size $n$ are denoted by the triplet $(T_i, \delta_i, X_i)$, $i=1, 2, \ldots, n$ where $T_i$ is the time at which the $i$th individual experience the event (in this research context; death), $\delta_i = 1$ if the event has occurred, $\delta_i = 0$ if censored, $X_i$ is the vector of covariate or risk factors for the $i$th individual.

We assume:

Given $X_i$ the life time and the censoring times are independent (non-informative censoring).

$\tau_1 < \tau_2 < \ldots < \tau_D$ be the $D$ ordered distinct event times

We assume that there are no tied event times.

Let us define by:

$I_j$ is the identity of the individual who give death at time $\tau_j$

$V_j$ the time of the $j$th failure at time $\tau_j$ and all information about censoring in $[\tau_{j-1}, \tau_j]$

The observable data $(T_i, \delta_i, X_i)$ is represented by $\{I_j\}$ and $\{V_j\}$. Hence;

$$P(Data) = P(\{I_1, V_1, \ldots, I_D, V_D\})$$

$$= P(\{I_1, V_1\}) \times P(\{I_2, V_2\}/\{I_1, V_1\}) \times \ldots \times P(\{I_D, V_D\}/\{I_1, V_1, \ldots, I_{D-1}, V_{D-1}\})$$

$$= \prod_{j=1}^{D} P(I_j \mid I_1, V_1, \ldots, I_{j-1}, V_{j-1}, V_j) \times P(V_j \mid \{I_1, V_1, \ldots, I_{j-1}, V_{j-1}\})$$

Due to the non-informative censoring, the second term does not add much information about the parameters $\beta$.

Hence, we define the partial likelihood as;

$$L_{\text{partial}}(\beta) = \prod_{j=1}^{D} P(I_j \mid \{I_1, V_1, \ldots, I_{j-1}, V_{j-1}\}) = \prod_{j=1}^{D} P(I_j \mid H_j)$$

Where, $H_j$ is the "history" of the data, up to $j$th failure and including the failure time, but not the identity of the failing.

At each failure, we note that the quantity $P(I_j \mid H_j)$ is the conditional probability that a specific individual fails at time $\tau_j$ given all the individuals that had not fail before $\tau_j$.

We denote by $R(t)$ the set of all the individuals under study just prior to time $t$.

$$P(I_j \mid H_j) = P(\text{individuals } I_j \text{ fails} \mid \text{one individual fails in } R(\tau_j))$$

$$= \frac{P(\text{individuals } I_j \text{ fails} \mid \text{at risk at } \tau_j)}{\sum_{i \in R(\tau_j)} P(\text{individual fails} \mid \text{at risk at } \tau_j)}$$
We get the partial likelihood;

\[
L_{\text{partial}}(\beta) = \prod_{j=1}^{D} \frac{\exp(\beta^T X_j)}{\sum_{l \in R_j} \exp(B^T X_l)}.
\]

This is the partial likelihood defined by Cox. Note that, it does not depend on the underlying hazard function \(h_0(.)\). Cox recommends treating this is as an ordinary likelihood for making inferences about \(\beta\) in the presence of the nuisance parameter \(h_0(.)\).

The likelihood function in equation (13) can be expressed by;

\[
L_{\text{partial}}(\beta) = \prod_{j=1}^{D} \left[ \frac{\exp(\beta^T X_j)}{\sum_{l \in R_j} \exp(B^T X_l)} \right]^{\delta_i}
\]

The partial likelihood given by equation (14), although it describes only part of the data, could be regarded as a likelihood function allowing the estimation of \(\beta\) with standard procedures.

In general, large sample properties like normality and consistency of maximum likelihood estimators of \(\beta\) based on partial likelihood have been shown to be the same as those of any estimator from complete likelihood[28].

**Checking of Cox PH assumption**

The main assumption of the Cox proportional hazards model is proportional hazards. Proportional hazards means that the hazard function of one individual is proportional to the hazard function of the other individual, i.e., the hazard ratio is constant over time. There are several methods for verifying that a model satisfies the assumption of proportional hazard.

1. **Graphical Method:** There are two types of graphical techniques to check the proportional hazard assumptions. The most common technique is by comparing the estimated \(\ln(-\ln S(t))\). If the two survival curves do not intersect and are parallel, it evidently provides evidence against the assumptions. Another graphical approach is by comparing observed with predicted survival curves. If the two survival curves are close, then the proportional hazard assumption is plausible.

2. **Test of GoodnessFit:** This approach provides a Chi–Square statistics where the computed values for each variable rely on p–values. This p–value is used for
evaluating the PH assumption for each variable. If the p–values are large then PH is satisfied, whereas small p–values provide violation of PH assumption.

### 3.5.6 PARAMETRIC REGRESSION MODELS

In the previous topics it was focused entirely on the use of semi-parametric model and proportional hazards Cox regression model, but a parametric survival model assumes that the survival time follows a known distribution. Many models using different distribution have been developed. The commonly applied models are lognormal, weibull and log-logistic models.

#### 3.5.6.1 Weibull Regression Model

The Weibull distribution is worldwide used to model life data. The distribution can handle increasing, decreasing or constant failure-rates and can be created for data with and without suspensions (no failures). The Weibull distribution is flexible and fits to a wide range of data, including Normal distributed data. Only log–normal data does not fit in the Weibull distribution and needs separate analyses. For creating the plot you need to record the time to failure that can be expressed in mileage, cycles, minutes, strength, stiffness or similar continuous parameters. Suppose that survival times are assumed to have a Weibull distribution with scale parameter and shape parameter, the Weibull density function can be expressed as:

\[
f(t; \mu, \alpha) = \frac{\alpha}{\mu} \left(\frac{t}{\mu}\right)^{\alpha-1} \exp\left(-\frac{t}{\mu}\right)^{\alpha}, \text{ where } \mu > 0 \text{ and } \alpha > 0 \tag{15}\]

And the baseline hazard of this model for the \(i^{th}\) subject is:

\[
h_0(t_i; X) = \frac{\alpha}{\mu} \left(\frac{t_i}{\mu}\right)^{\alpha-1} \tag{16}\]

Independent observation \((t_i, \delta_i), i=1,2,\ldots,n\) with survival time \(t_i\), and censoring indicator \(\delta_i\) which has value of one if \(i^{th}\) observation is not censored and zero when the \(i^{th}\) observation is censored and let \(\beta\) be the unknown parameter. The likelihood function is:
\[ L(\beta) = \prod_{i=1}^{n} \left\{ f(t_i) \delta_i \left( s(t_i) \right)^{1-\delta_i} \right\} = \prod_{i=1}^{n} \left\{ \frac{f(t_i)}{s(t_i)} \right\}^{\delta_i} \]

Parameter zings the Weibull distribution using \( \lambda = \mu - \alpha \) then \( h_o = \lambda \alpha \alpha - 1 \) would be the baseline hazard function. Now incorporate covariates matrix \( X \) in the hazard function the Weibull regression model becomes:

\[ h(t; X) = \lambda \alpha \alpha - 1 \exp (X\beta) \]  

(18)

The model assumes that individuals’ \( i \) and \( j \) with covariates \( X_i and X_j \) have proportional hazard functions of the form:

\[ \frac{h(t; X_i)}{h(t; X_j)} = \exp(X_i\beta) = \exp((X_i - X_j)\beta) \]  

(19)

The quantities \( \exp(\beta) \) can be interpreted as hazard ratios.

A different parameterization is used with intercept \( \nu \) and scaled parameter \( \sigma \) and covariate effects \( \gamma_j \) having relationship with original parameterization as \( \beta = -\frac{\gamma_j}{\sigma}, \alpha = \sigma - 1 \) and \( \mu = \exp(\nu) \).

### 3.5.6.2 Log-Logistic Regression Model

An alternative model to the Weibull distribution is the Log logistic distribution. The log-logistic distribution has a fairly flexible functional form, it is one of the parametric survival time models in which the hazard rate may be decreasing, and increasing, as well as hump-shaped that is, initially increases and then decreases [29]. The distribution imposes the following functional forms on the density, survival and hazard.

### 3.5.6.3 Log Normal Regression Model

Skew distributions, low values mean high variance and non-negative values like species variety, distribution of minerals in earth’s crust and generally based on lognormal distribution are commonly used for responding to stimulant biologic substances, most types of survival data, time distribution of hardware repair, financial researchers and studying the load price. As the application of lognormal distribution was tested, there were some examples of geology, metallurgy, health, environment, ecology, linguistics, social sciences
and economics [42]. The log-normal model assumes that \( \epsilon \sim N(0,1) \). Let \( h(t) \) be the hazard function of \( T \) for

\[
Q_s = U_{H_0}I^{-1}_{p\times p}(\beta = 0)U_{H_0} \sim \chi^2
\]  

(20)

When \( \beta = 0 \) i.e. \( \beta_0 = \beta_1 = \cdots \beta_p = 0 \), then, it can be shown that \( h(t) \) has the following functional form:

\[
h(t) = \frac{\phi(\log(t)/\delta)}{[1-\Phi(\log(t)/\delta)]}
\]

(21)

Where, \( \phi(t) = \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) \) is the probability density function, and \( \Phi(t) = \int_{-\infty}^{t} \frac{1}{\sqrt{2\pi}} \exp(-u^2/2) \, du \) is the cumulative distribution function of the standard normal distribution. Then, the log-hazard function of \( T \) at any covariate value \( X \) can be expressed as:

\[
\log h(t \mid X) = \log h_0 \left( t e^{-\beta x} \right) - \beta x
\]

(22)

Obviously we no longer have a proportional hazards model. If the baseline hazard function is desired, it can be obtained from equation (22) by setting \( x = 0 \). The survival function \( S(t \mid X) \) at any covariate \( X \) can be expressed as:

\[
S(t \mid x) = \phi[\beta^*_0 + \beta^*_1 + \cdots + \beta^*_p x_p - \alpha \log (t)]
\]

(23)

Where, \( \alpha = \frac{1}{\delta} \), \( \beta^*_j = \frac{\beta_j}{\delta} \) for \( j = 0, 1, \ldots, p \). This is the final survival model with intercept depending, with \( t \).

### 3.5.6 Model Selection

**Akaike Information Criterion (AIC)**

To select the model that can predict the survival time CKD, we would use Akaike information criterion (AIC). Akaike [35] proposed an informative criterion (AIC) statistic to compare different non-nested models. For survival model the value of AIC is computed as:

\[
\text{AIC} = -2 \log L + 2(k+c+1),
\]

(24)
Where \( k \) is the number of covariates and \( c \) the number of model specific distributional parameters. This thesis used the AIC to compare various candidates of non-nested parametric models.

### 3.5.7 Model Diagnostics

#### A. The Cox Snell Residuals

For the parametric regression problem, analogs of the semi parametric residual plots can be made with a redefinition of the various residuals to incorporate the parametric form of the baseline hazard rates \([26,37]\). The first such residual is the Cox–Snell residual that provides a check of the overall fit of the model. The Cox–Snell residual, \( r_j \), is defined by:

\[
r_j = \hat{H}(T_j \mid X_j)
\]

where \( \hat{H} \) is the cumulative hazard function of the fitted model. If the model fits the data, then the \( r_j \)'s should have a standard \((\lambda =1)\) exponential distribution, so that a hazard plot of \( r_j \) versus the Nelson–Aalen estimator of the cumulative hazard of the \( r_j \)'s should be a straight line with slope 1. For the three baseline hazard functions considered in this thesis, the Cox–Snell residuals are:

For **weibull**, \( r_j = \hat{\lambda} \exp(\hat{\beta}'X_j) t_j^\rho \),

\[
(26)
\]

For **log-logistic**, \( r_j = \ln(\frac{1}{1+\hat{\lambda} \exp(\hat{\beta}'X_j) t_j^\rho}) \)

\[
(27)
\]

If the Cox-Snell residuals will not be symmetrically distributed about zero and cannot be negative.

#### B. Deviance Residual

The \( i^{th} \) deviance residual, denoted by \( D_i \), is the square root of the \( i^{th} \) term of the deviance, augmented by the sign of the \( \hat{\mu}i \):

\[
D_i = \text{sign}(\hat{\mu}_i) \sqrt{-2(\log \left( \hat{L}_i(\hat{\mu}_i, \delta) \right) - \log(L_{st}))}
\]

\[
(28)
\]

These residuals are expected to be symmetrically distributed about zero. Hence, their plot is easier to interpret. But we caution these do not necessarily sum to zero.
The model deviance is:

\[ D = \sum_{i=1}^{n} D_i^2 \]  

is the sum of the squared deviance residuals

**C. Coefficient of Determination \( (R^2) \)**

In proportional hazards regression model as in all regression analyses there is no single, simple method of calculating and interpreting \( R^2 \), because in this model, \( R^2 \) depends on the proportion of the censored observations in the data. A perfectly adequate model may have what, at face value, seems like a terribly low \( R^2 \) due to high percent of censored data [28]. Cox and Snell [37] proposed model assessment using \( R^2 \) similar to the one used in linear regression which is given by:

\[
R^2 = 1 - \exp \left[ \frac{2}{n} (LL_o - LL_{\beta}) \right] \quad (29)
\]

Where \( LL_o \) is the log likelihood for zero models or without covariates, \( LL_{\beta} \) is the log likelihood including covariates, \( n \) is the number of subjects included in the study.

**3.5.8 ETHICAL CONSIDERATION**

The Ethical clearance was taken from Jimma University, department of Statistics. The official ethical clearance was obtained also from Adama Hospital medical college. Careful recruitment and training for data collectors was carry out. To maintain the confidentiality, the data collector and the supervisor extracted the necessary data from the patient baseline and follow up card. The data obtained was code carefully for the analysis.
4 RESULTS AND DISCUSSION

4.1 Demographic Details and Characteristics of Patients

In this study, the totals of 500 ESRD patients were considered. Among those patients 72.40% and 27.60% were alive and died respectively. The medical cards of those patients were reviewed, 169 (33.80%) were males from them 32 (18.93%) were dead and 331 (66.20%) were females while 106 (32.02%) were dead. It also shows that there are more female ESRD patients than male patients.

Table 4.1Summary of covariates characteristics and associated with ESRD Patients dataset from May 2012 to April 2016 at AHMC.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Categories</th>
<th>Frequency (present %)</th>
<th>Death (%)</th>
<th>Censored (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>Male</td>
<td>169(33.80%)</td>
<td>32(18.93%)</td>
<td>137(81.07%)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>331(66.20%)</td>
<td>106(32.02%)</td>
<td>225(67.98%)</td>
</tr>
<tr>
<td>Residence</td>
<td>Rural</td>
<td>203(40.60%)</td>
<td>46(22.66%)</td>
<td>157(77.34%)</td>
</tr>
<tr>
<td></td>
<td>Urban</td>
<td>297(59.40%)</td>
<td>92(30.98%)</td>
<td>205(69.02%)</td>
</tr>
<tr>
<td>Hypertension disease</td>
<td>no</td>
<td>120(24%)</td>
<td>1(0.83%)</td>
<td>119(99.17%)</td>
</tr>
<tr>
<td></td>
<td>yes</td>
<td>380(76%)</td>
<td>137(36.05%)</td>
<td>243(63.95%)</td>
</tr>
<tr>
<td>Diabetic mellitus(type of diabetic)</td>
<td>No</td>
<td>208(41.60%)</td>
<td>1(0.48%)</td>
<td>207(99.52%)</td>
</tr>
<tr>
<td></td>
<td>type I</td>
<td>110(22.00%)</td>
<td>44(40.00%)</td>
<td>66(60.00%)</td>
</tr>
<tr>
<td></td>
<td>type II</td>
<td>182(36.40%)</td>
<td>93(51.10%)</td>
<td>89(48.90%)</td>
</tr>
<tr>
<td>Family history</td>
<td>Absent</td>
<td>141(28.20%)</td>
<td>27(19.15%)</td>
<td>114(80.85%)</td>
</tr>
<tr>
<td></td>
<td>Present</td>
<td>359(71.80%)</td>
<td>111(30.92%)</td>
<td>248(69.08%)</td>
</tr>
<tr>
<td>Vascular access</td>
<td>fistula</td>
<td>172(34.40%)</td>
<td>52(30.23%)</td>
<td>120(69.77%)</td>
</tr>
<tr>
<td></td>
<td>catheter</td>
<td>132(26.40%)</td>
<td>33(25.00%)</td>
<td>99(75.00%)</td>
</tr>
<tr>
<td></td>
<td>graft</td>
<td>196(39.20%)</td>
<td>53(27.04%)</td>
<td>143(72.96%)</td>
</tr>
<tr>
<td>Obesity</td>
<td>Absent</td>
<td>157(31.40%)</td>
<td>1(0.64%)</td>
<td>156(99.36%)</td>
</tr>
<tr>
<td></td>
<td>Present</td>
<td>343(68.60%)</td>
<td>137(39.94%)</td>
<td>206(60.06%)</td>
</tr>
</tbody>
</table>
Different covariates characteristics are displayed in the above Table 4.1. Vascular access 82.27%, Residents of patients 53.64%, Family history 50.07%, Obesity 40.58% and Hypertension disease 36.88%, were caused for the death of the patients.

The total patients those lived in urban were 297 (59.40%) among those 92 (30.98%) were dead. The patients who had complications with Hypertension disease were 380(76%), among those 137(36.05%) were dead. On another hand, the ESRD patients their BMI (obesity) had > 30Kg/m were 343(68.60%) among those 137(39.94%) were dead. Diabetic mellitus (type of diabetic) was categorized into No diabetic, type I and type II. Among those three categories who had no diabetic patients were 208(41.60%), whereas 110(22.00%) and 182(36.40%) were those who included under the categories of type I and type II respectively. Further, from the patients those had no diabetic 0.48% of them were died at the same time as the category of type I and II 40.00% and 51.10% of the patients were died respectively.

Among 500 ESRD patients, 359(71.80%) of them had family history of kidney disease (FH-KD) and 141(28.20%) of them had no family history of kidney disease (FH-KD). Thus, the death percentile was higher for those patients who had family history of kidney disease 30.92%, while smaller for patients with no family history of kidney disease (FH-KD) 27(19.15%).

Moreover, vascular access (the method used to treat patients) was categorized into fistula, catheter and graft. As it has been observed that 172(34.40%) patients were those who got treatment through fistula, likewise 132(26.40%) and 196(39.20%) of them were those who treated through catheter and graft respectively. On another hand, among the patients those who treated through the above three methods 52(30.23%) of them the patients who got treatment through fistula and died. similarly, among the treated patients through catheter 33(25.00%) and graft 53(27.04%) of them were also died respectively.
Table 4.2 Descriptive output for the survival time

<table>
<thead>
<tr>
<th>Total (n)</th>
<th>#of events</th>
<th>Censored</th>
<th>Mean</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>138</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>Percent</td>
<td>Estimate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>362</td>
<td>72.40%</td>
<td>1295.6</td>
</tr>
</tbody>
</table>

St. Err: standard error, # = number

According to the above table 4.2 showed the mean survival time of the patients to death is 1295.6 days with standard error of 35.5. Likewise the median of follow up time for dead patient was 1680 days with standard deviation of 58.4. Moreover the mean age of the patients was also 53.34 years with standard deviation of 0.71 and median age was 54.50. On the other hand, as table 4.3 in the appendix revealed that maximum age of the patients was 91 years old while the minimum age of the patients was 18 years old.

As shown in figure 4.1, about the overall result of the study illustrated that 138 (28.00%) patients had died and 362 (72.00%) of them censored until the end of the study.
4.2. Non-parametric Survival Analysis

4.2.2. The Kaplan-Meier Estimate of ESRD patients

Non-parametric survival analysis is very important to visualize the survival of time-to-death of the ESRD patient’s different levels of the covariate. Moreover, it gives information on the shape of the survival and hazard functions of ESRD data set. Survival time distributions for time-to-death was estimated for each covariates group using the K-M method and in order to compare the survival curves of two or more groups, log-rank test has been in use.

Table 4.4 Mean survival time(CI) and long rank test of the ESRD dataset

<table>
<thead>
<tr>
<th>Variable</th>
<th>Categories</th>
<th>Mean [95%CI]</th>
<th>Log rank test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chi.sq Df. P-value</td>
</tr>
<tr>
<td>Age</td>
<td>53.34 [51.9,54.7]</td>
<td>149 69 0.000</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>1445.78 [1336,1555]</td>
<td>8.2 1 0.004</td>
<td></td>
</tr>
<tr>
<td>Residence</td>
<td>1223.73 [1137,1310]</td>
<td>2.3 1 0.128</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>1381.95 [1275,1488]</td>
<td>8.2 1 0.004</td>
<td></td>
</tr>
<tr>
<td>disease</td>
<td>1250.38 [1161,1339]</td>
<td>2.3 1 0.128</td>
<td></td>
</tr>
<tr>
<td>Diabetic mellitus</td>
<td>1782.31 [1747,1816]</td>
<td>45.1 1 0.000</td>
<td></td>
</tr>
<tr>
<td>Family history</td>
<td>129 2 0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vascular access</td>
<td>1040.88 [891,1190]</td>
<td>129 2 0.000</td>
<td></td>
</tr>
<tr>
<td>Obesity</td>
<td>923.49 [804,1042]</td>
<td>129 2 0.000</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1452.62 [1337,1567]</td>
<td>45.1 1 0.000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1235.00 [1150,1319]</td>
<td>7.2 1 0.007</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1249.45 [1128,1370]</td>
<td>0.9 2 0.624</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1339.79 [1207,1472]</td>
<td>0.9 2 0.624</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1308.83 [1198,1419]</td>
<td>0.9 2 0.624</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1788.17 [1765,1811]</td>
<td>0.9 2 0.624</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1107.46 [1021,1193]</td>
<td>0.9 2 0.624</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1295.59 [1226,1365]</td>
<td>0.9 2 0.624</td>
<td></td>
</tr>
</tbody>
</table>

The estimated mean time (std.err) long rank test and 95% confidence interval for time-to-death patients with different coviates characteristics are summarized in the above Table 4.4. Accordingly, the mean survival time of male patients’ to death had been (1445.78 days) greater than females 1223.73 days. On the other hand the mean survival time to death of
ESRD patients lived in the rural 1381.95 days, (95% CI: [1275, 1488]) greater than from those of lived in the 1250.38 days, with its (95% CI: [1275, 1488]). The mean survival time to death of ESRD patients, those who had no hypertension disease (1782.31 days) were greater than from those ESRD patients with hypertension disease (1167 days) respectively. Regarding the mean survival time to death (1235 days) of the patients who had family history of kidney disease [FH-KD] was less than those patients those had no family history of kidney disease [FH-KD].

The mean survival time of the patients who had no diabetic mellitus were 1790.86 which is greater than those of categorized under type I diabetic (1040.88) and type II diabetic (923.49) days respectively. The mean survival time of patients’ for vascular access user those treated through catheter (1339.79) were greater than those treated through graft (1308.83) and fistula (1249.45) days respectively. Generally, the overall mean of survival time of ESRD patients which indicated in the above table 4.4 was 1295.59 days, with (95% CI: [1226, 1365]).

![Survival and Hazard plots of ESRD patients](image)

**Figure 4.2: K-M plots of Survival and hazard functions of ESRD patients**

Plots of the KM curves to the survival and hazard experience of time- to- death is shown in figure 4.2. The survival plot decreases at increasing rate at the beginning and decreases at decreasing rate latter. Thus, it implies that to investigate the significance differences between the survival probabilities of patients by ESRD dataset.
4.2.2. Kaplan Meier survival curve of ESRD patients by different covariates

4.2.2.1. Kaplan Meier curve for Sex of patients

Figure 4.3 shows the survival functions according to sex of the patients ESRD Kaplan-Meier survivor estimates for the two sex groups are plotted. The plots stand for the probability of survival of patients with respect to sex it showed that males had higher survival time than female patients. The result of the log rank test Table 4.4 also revealed the some idea (p<0.05) means this difference is statistically significant.

![Kaplan Meier curve for Sex of patients](image)

**Figure 4.3K- M plot survivals Time-to death by sex of ESRD patients**

4.2.2.2. Kaplan Meier curve for their Residence of patients

The survival plot for time-to-death of patients by place of residence is shown in figure 4.4. The plot indicates that the risk of interval is similar for both patients lived in rural and urban at the beginning of the curve. But, the difference becomes started at the middle of the curve. The survival plot ESRD of patients those lived in rural is above that of urban lived. This implied that the survival of ESRD patients those lived rural is higher than urban However, the difference in survival were not supported by Statistical tests, since log-rank test in Table 4.4also exposed the some idea (p>0.05) showed that there is insignificant difference between rural and urban lived patients with respect to survival time.
4.2.2.3. Kaplan Meier curve for Hypertension diseases patients

Figure 4.5 showed the survival functions with respect to ESRD with hypertension diseases of the patients. Kaplan-Meier Estimates is represented by the survival curves for without hypertension diseases are above those the patients’ complications with hypertension. This implied that the patients without hypertension more survival than with hypertension. The log rank test in Table 4.4 also revealed that hypertension diseases had significant association to time- to- death of ESRD patients (p<0.05).
4.2.2.4. Kaplan Meier curve for diabetic mellitus (type of diabetic) patients

The Figure 4.6 of survival functions of time-to-death of patients in ESRD with barrier diabetic mellitus (type of diabetic) showed below. It indicates that the Kaplan-Meier Estimates which represented by the survival curves for patients’ without diabetic mellitus is above the rest of patients’ with diabetics mellitus. Type I and type II diabetic becomes cross each other at the end of the plot. The differences that are displayed in survival curve emphasize that the survival time of patients’ without diabetic the longest than with diabetic patients. The result of the log rank test in Table 4.4 revealed the difference is significant (p<0.05).

![K-M survival plot time to death by diabetic mellitus](image)

**Figure 4.6 K- M survival plot time to death by diabetic mellitus**

4.2.2.5. Kaplan Meier curve for Family history of kidney disease

Kaplan-Meier survival estimates are to comparing the survivor function between who had family history of kidney disease and who had not are family history of kidney disease were plotted in (Figure 4.7 in the appendix). The Figure showed the patients who had not family history of kidney disease were higher survival probability than those who had FH-KD. Statistical test is made by using log-rank test in Table 4.4 seen the difference is significant (P<0.05) it shown there is significant difference between patients who had family history of kidney disease and do not have FH-KD.
4.2.2.6. Kaplan Meier Curve For Types of Treatment Taken

The other categorical variable included in this study was Vascular Access method; Kaplan-Meier survivor estimate for this covariate was plotted in Figure 4.8 in the appendix. This plot suggested that the risk of death is similar for the three types (Fistula, Catheter, and Graft) at the beginning and little beat difference is observed at the middle of the curve and it becomes separate at end of the plot. But, the fistula is survival plot is below that of the Catheter, and Graft used of treatment. This implied that the risk of death fistula higher than catheter, and graft used of treatment and the result of the log rank test in Table 4.4 insignificant at (p >0.05); it showed the vascular access taken treatment of patient had no significant difference for the survival of patients with ESRD.

4.2.2.7. Kaplan Meier survival curve for ESRD of the patients with Obesity

Figure 4.9 in the appendix; Kaplan-Meier survivals estimates are to comparing the survivor functions between the ESRD patients who had obesity and had not are plotted. The plot showed as the survival curve for the ESRD patients who had notObesity is above those the patient had Obesity. This implied that the patients who had notObesity more survival than who had Obesity. And also the log rank test in Table 4.4; Obesity had significant difference for the survival of patients with ESRD patients at (p< 0.05).

4.3 Semi-Parametric Cox Ph Regression Model

4.3.1 Univariate Analysis of Cox Ph Regression Model

The relationship between each predictor and survival probability of ESRD patients after doing individual covariate Cox proportional hazards model analysis is given in Table 4.5 in the appendix. Univariable analysis is an appropriate approach that is used to identify out potentially important variables before directly included in the multivariate model. As can be seen from this Table, Univariate Cox proportional hazards regression analysis revealed that Age, sex of patients, and Family history of kidney disease were significant risk factors for all-cause mortalityrelated to ESRD while Residence and Vascular access were not significant
at level of significance. To deal with multiple covariates it is necessary to use the modest level (25%) significance level.

**4.3.2. Multivariate Analysis of CoxPhRegression Model**

From the p values of the output of individual covariate analysis at 10% significance level some important predictor variables were ignored and excluded from the model. So, multiple covariates analysis must be done to check whether the excluded variables in single covariate analysis are significant in the inclusion of collection of variables. When include all the covariate those are significant and insignificant in the Univariate analysis and check the below Table showed as the summary of multivariate analysis of Cox ph regression model.

**Table 4.6 Summary of Multivariate Cox PH Analysis to the ESRD dataset from AHMC**

| Covariate        | Category  | coef (β) | HR   | se(coef) | Wald | Pr(>|z|) | [95%CI HR] |
|------------------|-----------|----------|------|----------|------|---------|------------|
| Age              | (0) male  | 0.05     | 1.04 | 0.006    | 58.5 | 0.000   | [1.0 1.1]  |
|                  | (1) female| Ref      |      |          |      |         |            |
| Sex              | (0) male  | 0.55     | 1.7  | 0.2      | 7.4  | 0.006   | [1.0 1.1]  |
|                  | (1) female| Ref      |      |          |      |         |            |
| Residence        | (0) Rural | 0.21     | 1.23 | 0.18     | 1.3  | 0.257   | [0.9 1.8]  |
|                  | (1) urban | Ref      |      |          |      |         |            |
| Family history   | (0) Absent| Ref      |      |          |      |         |            |
|                  | (1) Present| 0.63    | 1.88 | 0.22     | 8.5  | 0.004   | [1.2 2.9]  |
| Vascular access  | (1) Fistula| Ref     |      |          |      |         |            |
|                  | (2) Catheter| -0.18  | 0.83 | 0.22     | 0.68 | 0.409   | [0.5 1.3]  |
|                  | (3) Graft | -0.21   | 0.81 | 0.2      | 1.1  | 0.293   | [0.6 1.2]  |

Ref=reference, Coef= coefficient, se(coef)= standard error of coefficient; HR= hazard ratio; p=value significant at ≤ 0.01 level of significance.

Covariates which become insignificant in the multivariate analysis were removed from the model by using stepwise elimination technique. Accordingly, residence and vascular Access were excluded. To check the assumption of ph and finally, the effect of interactions terms were also tested and found to be statistically insignificant in multivariable Cox ph model at 5% level of significance see in (Table 4.8 in the appendix). The final model kept the main effect of the covariate age, sex of patients, family history kidney disease patients.
4.3.2.1 Assessment of Model Adequacy

Test of Goodness fit: Rho is a relation between time and residuals. The test of correlation (rho) is insignificant that indicates proportional hazards assumption is fulfilled. Variables Age, sex of patients, and family history of kidney disease are fulfilled the assumption because all the p values are greater than 0.01. In Schoenfeld if the p value is greater than 0.01 or 0.05 it indicates that the Cox proportional hazards assumptions are fulfilled. Moreover it is also possible to see its global test and if it is greater than 0.01 or 0.05 the assumption have satisfied by the covariates in the model.

**Graphically test ph Assumption:** From figure 4.9 in appendices. The variables included in the final model that means sex of patients, Age of the patients, and family history of patients are fulfilled the proportional hazards assumption because ln(−lnS(t)) vs. ln(time) are no cross each other and slightly parallel. In (Table 4.8 in the appendix) it showed that the time-dependent covariates (interaction of covariates with logarithm of time) were not significant which justifies the proportional hazard assumption holds at 5% level of significance.

4.3.2.2 Interpretation and Presentation Final Model of Cox Ph Analysis

Model adequacies are presented in section 4.3.2.1. It suggested that the model is in good fit. Thus the Cox regression coefficients in the final model are interpreted as follows.

After adjusting other covariates, the hazard rate for being ESRD of a patient with Age, sex and family history in multivariate Cox models, age of the patients a significant [HR = 1.04, \( P < 0.01 \) or \( p < 0.05 \), (95% CI; [1.03, 1.05])], when the age of the patients increases at ten years the hazard ratio is \( [HR = e^{(βage)} = e^{0.05age\times10} = 1.649age \approx 1.65] \) increase by 65%. Thus, in this study, age was one of the most important contributors to patient hazard in ESRD patients. The hazard of ESRD female patients was 70.00% greater than male patients. The hazard of Family history is 88% greater than no Family [HR = 1.88, (90% CI; [1.2, 2.9]), \( p < 0.01 \)].
4.4 Parametric Regression Analysis

For the data on ESRD patients the parametric models were fitted. The common applicable criterion to select the model is the Akaike information criterion (AIC) statistic proposed by Akaike (1972). From Table 4.9 the lognormal regression model has the least AIC value which shows that the lognormal regression model well fitted to data ESRD patients and The Cox snell plot in Figure 4.4.1 & Figure 4.4.2 (in section 4.4.2 detail) also indicates the lognormal model fit the data is better than the rest parametric models.

Table 4.9 The AIC value for different parametric regression models

<table>
<thead>
<tr>
<th>Models type</th>
<th>Weibull</th>
<th>Log-logistic</th>
<th>Lognormal</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC values</td>
<td>721.4</td>
<td>710</td>
<td>703.9</td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-350.7</td>
<td>-345</td>
<td>-341.9</td>
</tr>
</tbody>
</table>

AIC=Akaike’s information criteria

As lognormal regression is selected, according to the lognormal analysis of single covariate, the selected risk factors for further analysis and interpretation are made here below in table 4.11 and also see Table 4.10 in the appendix presents the results in detail. From the Table 4.10 the Log normal regression model has the least AIC value which showed that the Log normal regression model well fitted to data of ESRD. Hazard ratio for Cox regression and Weibull models, and related risk for lognormal and log-logistic were estimated.

Based on section 4.4.2; both criteria (AIC and Cox-Snell residual), lognormal survival model had the best fit compared to other parametric models, following with Weibull, log-logistic and Cox ph regression (Table 4.10 and Table 4.12 in the appendix). Started the lognormal model, age of patients (HR=0.94, p-value < 0.05), Female (HR=0.5, p-value <0.05), family history(HR=0.5, p-value < 0.05), Residence (HR=0.7 p-value>0.05).The AIC value results indicated the general preference of parametric models over Cox semi-parametric model because Cox had the heights’ AIC value. Among parametric models, log-logistic, lognormal and Weibull models close values, even though the lognormal model had the lowest AIC value. Thus, lognormal model was the best fit model over the data of ESRD survival time in
this study; age, sex of patients and family history of kidney disease were significant in all models. These variables were introduced into the model as covariates in multivariate analysis. This implies they are factors on survival time of patients.

**Table 4.11** ANOVA table for Univariate covariates in lognormal regression model

<table>
<thead>
<tr>
<th>Variables</th>
<th>Df</th>
<th>Deviance</th>
<th>Resid.Df</th>
<th>-2*LL</th>
<th>Pr(&gt;chi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>NA</td>
<td>NA</td>
<td>498</td>
<td>2383.796</td>
<td>NA</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>65.87</td>
<td>497</td>
<td>2317.9</td>
<td>4.81e-16</td>
</tr>
<tr>
<td>as.factor(Sex)</td>
<td>1</td>
<td>5.805</td>
<td>496</td>
<td>2312.1</td>
<td>1.60e-02</td>
</tr>
<tr>
<td>as.factor(Family)</td>
<td>1</td>
<td>9.42</td>
<td>495</td>
<td>2302.7</td>
<td>2.14e-03</td>
</tr>
</tbody>
</table>

*NA=Not applicable, DF=Degrees of freedom LL=Log likelihood*

As we can see in Table 4.11 showed the risk factors which are associated with the ESRD were age, sex of patients, and family history of kidney disease. The LRT per the ANOVA function, with a $p$ -value of $1.6 \times 10^{-02}$, provides strong evidence the lognormal model with the predictor variable female is adequate while the $p$ -value of $2.14 \times 10^{-03}$ for the estimated coefficient of family history of kidney disease provides the evidence. Consistently, the $p$ -value of $4.81 \times 10^{-16}$ for the estimated coefficient of age of the patients provides this strongly evidence.

**4.4.1 LogNormal Regression Analysis**

Multivariate lognormal regression analysis, including variables with p-values less than 0.05 on Univariate analysis, established that age, sex of patients and Family history were significant independent determinants at significance level (Table 4.12 in the appendix). Results presented in the following table, it indicate the parameter estimates of coefficients for the covariates in the final lognormal regression model along with the associated standard error, significance level, Hazard ratio (related risk) and 95% confidence interval of the related risk. Survival time of ESRD patients were significantly related with age, sex of patients, and family history of kidney disease can be seen in the below Table 4.13. The Wald statistics for the parameter estimates indicate that at least one of the parameters in each covariate was significantly different from zero at 0.05 levels of significance. From, the lognormal
regression model, after fixing other coefficients, the hazard ratio of a patient with the related risk of ESRD age of patients is 0.94. The related risk of ESRD female patients is decreases 0.54 times than ESRD male patients. The related risk of Family history of kidney disease is decreases 0.45 times than no Family history of kidney disease.

Table 4.13 Multivariate analysis in the Log normal regression model of ESRD dataset

| Covariate       | Category   | \( \hat{\beta} \) | Std. Err. | Wald | RR  | P>|z|  | [95% CI RR] |
|-----------------|------------|---------------------|-----------|------|-----|------|----------------|
| Age             | -0.06      | 0.01                | 53        | 0.94 | 0.000 | 0.000 | [0.93 0.96] |
| Sex             | Male       | Ref                 |           |      |      |      |                |
|                 | Female     | -0.63               | 0.13      | 6.2  | 0.53 | 0.013 | [0.33 0.88] |
| Family history  | Absent     | Ref                 |           |      |      |      |                |
|                 | Present    | -0.80               | 0.12      | 9.1  | 0.45 | 0.003 | [0.27 0.76] |

\( \hat{\beta} \) = coefficient, se(coef) = standard error of coefficient; RR = relative risk; p = value significant at \( \leq 0.01 \) level of significance

4.4.2 Model Diagnostics

The Cox Snell Residuals Plots

The Cox snell plot indicates the data is better fitted by lognormal distribution from the parametric models and also Cox ph model because the 45° lines are more expressed by lognormal distribution. Another common applicable method to select a model that fit the data is the AIC statistic given above table 4.9. In this studying through Cox snell plot method over time, stating that the hazard ratio is constant.
Figure 4.4.1 Weibull and log-logistic Cox snell residual plot for the ESRD data.

Figure 4.4.2 Lognormal and Cox regression Cox snell residual plot for the ESRD data.

Deviance Residual Plots

As Figure 4.4.3 below The Plots of Cox ph regression, Weibull, Log-logistic, and Log-normal baseline distributions for survival time-to ESRD data set is deviance residual against the linear predication shows that the deviance residuals seem to be approximately symmetric distributed about zero and there exists no clearly outlying observation. Therefore, I have almost some concern about the adequacy of the fitted Cox PH model.
Figure 4.4.3 Plots of Cox ph regression, Weibull, Log-logistic, and Log-normal baseline distributions for survival time-to ESRD data set.

Table 4.14 The Likelihood ratio and significance of the lognormal regression model

<table>
<thead>
<tr>
<th>Log-lik</th>
<th>Log-lik</th>
<th>$\chi^2$</th>
<th>Df</th>
<th>P value</th>
<th>Scale</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>$LL_0$</td>
<td>$LL_\beta$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1151.3</td>
<td>-1058.5</td>
<td>81.1</td>
<td>3</td>
<td>0.000</td>
<td>1.88</td>
<td>12</td>
</tr>
</tbody>
</table>

$LL_0$, log-likelihood intercept, $LL_\beta$; log-likelihood model

From the likelihood ratio test Table 4.14, it can be seen that the model is significant and in using the log likelihood values of the null model and the full model it can be seen that the model has a significant. There is an improvement in this model because the log-likelihood has increased from -1151.3 to -1058.5 when covariates are included.

Where, $LL_0= -1151.3$, $LL_\beta= -1058.5$, $n=500$, then the equation (29) is:

$$R^2=1-\exp\left[\frac{2}{n}(LL_0-LL_\beta)\right] = 1 - \exp\left[\frac{4}{500}(-1151.3 + 1058.5)\right] = 0.16906192$$
0.16906192 * 100 = 16.906192~16.91, therefore, $R^2$=16.91% this indicates the model is fitted well because $R^2$ is small. In survival analysis the coefficient of determination is expected to be small because of there are a lot of censors in such type of data. In this paper also coefficient of determination is small and the study concludes it to be good fitted model.

As it is observed above the lognormal distribution is selected for this data because of its AIC is small compared to the other three models and this is also supported by Cox snell on the graph above. Using the regression model of equation (22) and with the parameters found, the survival time of ESRD patients with lognormal distribution can expressed: $\alpha = \frac{1}{\delta} = \frac{1}{1.88} = 0.531914893 \sim 0.53, \beta_j^* = \frac{\beta_j}{\delta} = \frac{\beta_0}{1.88} = 6.38297872 \sim 0.64, \quad j=0\ldots\).

4.5 DISCUSSION

In this study to estimate and compare the Cox ph regression and parametric survival models by considering three baseline distributions: Weibull, log-logistic, and log-normal distributions. For this study the source of data were in a single center study with 500 common and occurrence end stage renal disease patients. It presented the results of 5 years patient survival and risk factors of mortality during a mean of follow-up of 1295.6 days. Covariate which were included in the study were age, sex, residence, hypertension, diabetic mellitus, family history, vascular access and obesity of patients and the outcome variable of interest were the survival of time-to-death of the ESRD patients in days.

Most of the patients with ESRD at the hospital had prior diagnosis of diabetes mellitus and followed hypertension with complexity obesity. It is even more significant for developing countries which now face the double burden of infectious diseases and growing problems of non-communicable diseases such as obesity, diabetes and hypertension [40]. Other studies in Ethiopia like at St Gabriel General Hospital and at Butajira hospital, and in Africa were found to be the commonest cause of CKD [1, 38,44] as there was no routine renal biopsy and other necessary investigations for diagnosis of renal diseases, the real causes of ESRD in this setting cannot be easily stated [38]. In addition, findings from this study can never be used as a representative data for the country as most of the participants were from Adama town and its rural where the living standard is better and hygiene is good.
The Cox's proportional hazard model fitted using complete case analysis found five variables that can serve as predictive factors on the survival analysis of with ESRD. These are age, sex of the patients, residence, family history of kidney disease and vascular access. With regard to the parametric regression models also included in this study which do not assume constant baseline hazard except for exponential regression model. This is consistent with findings from other studies. [35, 39-41]

Univariate Cox proportional hazards regression analysis revealed that age, sex of patients, and Family history of kidney disease were significant risk factors for all-cause mortality with ESRD while Residence and Vascular access were not significant at 1% significance level. In multivariate Cox models, age of the patients a significant [HR = 1.04, P = <0.01 or p<0.05, 95% CI: (1.03, 1.05)]. As for risk factors, this study found a significant association between older age and CKD whatever then equations were used. This is consistent with findings from other studies. It was reported that the estimated Glomerular Filtration Rate (eGFR) diminishes with age, and when age increases the hazard of the patients will have increases [1, 39]. Thus, to screen kidney in this age is an important strategy for the detection of CKD and to improve the outcomes.

The hazard of ESRD female patients was 70.00% greater than male patients. Sex differences have a significant association with ESRD in this study when renal function was assessed by the in Univariate and Multivariate Cox models. But, not with the Japanese’s study in which the male gender was reported to be a non-modifiable risk factor for CKD [47]. Furthermore there was a strong association between female sex and CKD in the UK and Sweden studies [45, 46]. The possible explanation for this might be due to the higher proportion of obese females than males.

The hazard of Family history kidney disease was 88% greater than no Family history [HR=1.88, 90% CI:(1.2, 2.9), p<0.01]. There was a significant association between ESRD and the presence of longer duration a family history of kidney disease in this study in log rank test and Cox ph model. This corresponds with the findings of several studies, which
reported that the likelihood of developing reduced eGFR was greater among patients with longer duration of diabetes and among those with or whose parents has kidney disease [1,36-41].

In other way, various parametric models like Weibull, lognormal and log-logistic are widely used for analyzing the survival data. These models can interpret the survival time based on a specific distribution irrespective of proportional hazard hypothesis. If the survival times used to analysis with parametric models will be stronger. This means that, under special conditions, parametric models such as Weibull, log-logistic and lognormal may have more accurate results than Cox model [43]. Therefore: parametric, non-parametric or semi-parametric models. Moreover, it has more flexibility in adding covariates to the model. In this study, some variables that were significant through the log-rank test and had the proportional hazard assumption were introduced into the model.

By using AIC value, the models developed from Weibull, lognormal, log-logistic and Cox model were evaluated [35]. Results indicated the general preference of parametric models over Cox semi-parametric model. Among parametric models, than others did from log-logistic, lognormal and Weibull models with close values, the lognormal model had the lowest AIC quantity. Thus, lognormal model was the best fit model over the data of ESRD survival time in this research. This result is in line with the study in [43].
5. CONCLUSIONS AND RECOMMENDATIONS

5.1 CONCLUSIONS

Chronic kidney disease (CKD) with diagnosed end-stage renal disease (ESRD) is a common public health problem worldwide. In this study, the totals of 500 chronic kidney diseases with diagnosed ESRD patients are considered. Among those patients, 72.40% were alive and the rest 27.60% died at the observation of the end of the study. Thus, the result having ESRD with complications increases the probability of death.

Based on the hospital outcome, the most common causes of death were diabetic mellitus and hypertension; in addition, female patients had greater risk of death than male patients, and based on the mean survival time, age of patients greater than 53.34 years had the higher risk of death than those with mean survival time of age less than 53.34 years. The estimated survival and hazard rates of ESRD patients under age, sex, and Family history by Kaplan-Meier Method and log-rank test has no significant difference with p-values greater than 0.05.

The Cox ph regression analysis showed that the major factors that affect the ESRD are age, sex of the patients and Family history of kidney disease. The developed hazard ratio of death in ESRD patients generated by Cox ph regression and relative risk of patients by lognormal Distribution; at certain age of the patients, determination of medical experts to improve the quality of medications and technologies that resolve lessen the risk of death in ESRD and to patients with or without ESRD as a base of healthy lifestyle living.

5.2 RECOMMENDATIONS

Based on the findings of our study, different factors were identified for the survival time of ESRD patients. In summary, the key recommendations emerging from this study for policy makers, clinicians, and the public at large are presented as follows:

For ESRD patients who have progressed to the need for dialysis, morbidity and mortality can be reduced and quality of life enhanced through faithfulness to an appropriate dietary and medical regimen, along with regular physical activity.
The concerned bodies should work on RRT clinics and dialysis center are not widespread in all corners the country. And it would be useful to initiate programs that emphasize coping strategies for improving the performance over and above testing and educational campaigns.

This study shows that main predictive factors for the survival time of ESRD patients are more health variables, so health workers should be cautious when a patient are with the proper control of blood pressure (hypertension), Body Mass Index (obesity) and blood glucose (diabetic mellitus), in combination with appropriate medications.

Future researchers may are warranted by including other factors such as, blood lipids, blood counts or tests, blood pressure and urine test as independent variables for the risk of death. This stud’s suggest the use lognormal model and more samples from different hospitals that would make the model a general representation for estimating the risk of death.

5.3 LIMITATION OF THE STUDY

Although important findings were obtained from the present study, there are some limitations worth mentioning:- The study was based on chart revision where incomplete documentation, inappropriate chart labeling and lost records made it difficult to include all patients registered for dialysis.

Scope of the Study

This study was mainly focus on to apply survival techniques to model time-to-event in case of kidney diseases based on the data were obtained from the follow up record of the patients in AHMC.
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APPENDIX

Table 4.3 Summary of Age of the patients

<table>
<thead>
<tr>
<th></th>
<th>Media</th>
<th>min</th>
<th>max</th>
<th>mean</th>
<th>Std. Err</th>
<th>[95% C I]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>54.50</td>
<td>18.00</td>
<td>91.00</td>
<td>53.34</td>
<td>0.7107257</td>
<td>[51.94, 54.74]</td>
</tr>
</tbody>
</table>

Figure 4.7 The Kaplan-Meier survival and Hazard curve by Family history

Figure 4.8 The Kaplan-Meier survival and Hazard curve of Vascular Access
Figure 4.9 The Kaplan-Meier survival and Hazard curve of Obesity

Table 4.5 Summary Univariate Cox PH Analysis to the ESRD dataset from the AHMC

| Covariate          | Category     | coef(β) | HR  | se(β) | Wald | Pr(>|z|)       | [95% CIHR]     |
|--------------------|--------------|---------|-----|-------|------|---------------|----------------|
| Age                |              | 0.05    | 1.0 | 0.01  | 56   | 0.00*         | [1.03, 1.06]   |
| Sex                | (0)male      | Ref     |     |       |      |               |                |
|                    | (1)female    | 0.57    | 1.8 | 0.2   | 8    | 0.005*        | [1.2, 2.6]     |
| Residence          | (0)Rural     | Ref     |     |       |      |               |                |
|                    | (1)urban     | 0.28    | 1.3 | 0.18  | 2.3  | 0.126         | [0.93, 1.88]   |
| Family history     | (0)Absent    | Ref     |     |       |      |               |                |
|                    | (1)Present   | 0.56    | 1.8 | 0.21  | 6.97 | 0.008*        | [1.16, 2.68]   |
| Vascular access    | (1)Fistula   | Ref     |     |       |      |               |                |
|                    | (2)Catheter  | -0.21   | 0.8 | 0.22  | 0.87 | 0.35          | [0.52, 1.26]   |
|                    | (3)Graft     | -0.13   | 0.9 | 0.2   | 0.42 | 0.52          | [0.60, 1.29]   |

Ref=reference, Coef= coefficient, se(β) = standard error of coefficient; HR= hazard ratio; p=value significant at ≤ 1% level of significance
**Table 4.7 Schoenfeld residual for each covariate**

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Category</th>
<th>Rho</th>
<th>$\chi^2$</th>
<th>DF.</th>
<th>Prob&gt;chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
<td>-0.16</td>
<td>3.61</td>
<td>1</td>
<td>0.0574</td>
</tr>
<tr>
<td>Sex</td>
<td>Male</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>0.11</td>
<td>1.81</td>
<td>1</td>
<td>0.18</td>
</tr>
<tr>
<td>Family history</td>
<td>Absent</td>
<td>Ref</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Present</td>
<td>-0.002</td>
<td>0.00</td>
<td>1</td>
<td>0.9816</td>
</tr>
<tr>
<td>Global test</td>
<td>NA</td>
<td></td>
<td>5.29</td>
<td>3</td>
<td>0.152</td>
</tr>
</tbody>
</table>

NA=Not applicable, Df=Degrees of freedom

**Figure 4.10** graphically test assumption by sex and Family history kidney disease
### Table 4.8 Statistical Test for Ph Assumption of the Covariates and Their Interaction with Log(Time)

| Variables                  | coef (β)    | HR   | se(coef)   | Wald | Pr(>|z|) |
|----------------------------|-------------|------|------------|------|---------|
| Age of the patients        | 4.58e-02    | 1.047| 3.63E-02   | 1.6  | 0.207   |
| Sex (0)male                | Ref         | 1    | 1          | 1    | 1       |
| as. factor(Sex)1           | -5.33e-01   | 5.87e-01| 1.16   | 0.21 | 0.646   |
| FH-KD (0)Absent            | Ref         | 1    | 1          | 1    | 1       |
|   as.factor(Family)1        | -1.322      | 2.67e-01| 1.279  | 1.07 | 0.301   |
| Age: log(Time)             | -5.76e-04   | 9.99e-01| 6.79e-03| 0.01 | 0.932   |
| log(Time):as.factor(Sex)1  | 2.16e-01    | 1.241| 2.20e-01   | 0.96 | 0.326   |
| log(Time):as.factor(Family)1| 2.97e-01    | 1.346| 2.35e-01   | 1.6  | 0.206   |

*FH KD: family history kidney disease, HR: hazard ratio*
Table 4.10 Summary of Cox-ph and Parametric models for Univariate analysis in ESRD dataset from May 2012 to April 2016.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cox-ph regression</th>
<th>Weibull</th>
<th>log-logistic</th>
<th>Lognormal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HR</td>
<td>P&gt;</td>
<td>z</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>1.04</td>
<td>0.00</td>
<td>1.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>male</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>female</td>
<td>1.75</td>
<td>0.01</td>
<td>1.75</td>
<td>0.01</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>urban</td>
<td>1.31</td>
<td>0.13</td>
<td>1.3</td>
<td>0.15</td>
</tr>
<tr>
<td>FH</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Present</td>
<td>1.75</td>
<td>0.01</td>
<td>1.8</td>
<td>0.01</td>
</tr>
<tr>
<td>VA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fistula</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Catheter</td>
<td>0.81</td>
<td>0.36</td>
<td>0.83</td>
<td>0.41</td>
</tr>
<tr>
<td>Graft</td>
<td>0.88</td>
<td>0.52</td>
<td>0.89</td>
<td>0.55</td>
</tr>
</tbody>
</table>

HR: hazard ratio, RR: relative ration, VA: vascular access, FH: family history
Table 4.12 Summary of parametric estimates: Univariate analysis in ESRD dataset from the AHMC

<table>
<thead>
<tr>
<th>Variables</th>
<th>Cox-ph regression</th>
<th>weibull</th>
<th>log-logistic</th>
<th>Lognormal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}$ (95%CI $\hat{\beta}$)</td>
<td>$\hat{\beta}$ (95%CI $\hat{\beta}$)</td>
<td>$\hat{\beta}$ (95%CI $\hat{\beta}$)</td>
<td>$\hat{\beta}$ (95%CI $\hat{\beta}$)</td>
</tr>
<tr>
<td>Age</td>
<td>0.044(0.03,0.06)</td>
<td>0.046(0.03,0.058)</td>
<td>-0.07(-0.08,-0.05)</td>
<td>-.061(-0.08,-0.04)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>male</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>female</td>
<td>0.560(0.17,0.96)</td>
<td>0.561(0.17,0.96)</td>
<td>-0.736 (-1.27,-0.2)</td>
<td>-0.66(-1.2,-0.15)</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>urban</td>
<td>0.27(-2.4,0.63)</td>
<td>0.26 (-0.09,0.62)</td>
<td>-0.37(-0.87,0.13)</td>
<td>-0.35(-0.84,0.13)</td>
</tr>
<tr>
<td>Family history</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Absent</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Present</td>
<td>0.56 (0.14,0.98)</td>
<td>0.607 (0.18,1.03)</td>
<td>-0.83 (-1.39,-0.27)</td>
<td>-0.78(-1.35,-0.24)</td>
</tr>
<tr>
<td>Vascular access</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fistula</td>
<td>Ref</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Catheter</td>
<td>-0.21(-0.65,0.23)</td>
<td>-0.19 (-0.62,0.25)</td>
<td>0.23 (-0.39,0.85)</td>
<td>0.23(-0.37,0.83)</td>
</tr>
<tr>
<td>Graft</td>
<td>-0.12(-0.5,0.25)</td>
<td>-0.12 (-0.49,0.26)</td>
<td>0.16(-0.39,0.69)</td>
<td>0.16 (-0.37,0.69)</td>
</tr>
</tbody>
</table>

$\hat{\beta}$ Estimate (coefficient); 95%CI; 95% of coefficient confidence interval; Ref is reference