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Abstract— A root generator system for concatinative languages could be a starting point for natural language processing related works 

particularly for morphological analysis and information retrieval systems.Rule-based method was investigated to develop a root generation 

system for Afaan Oromo. Afaan Oromo is one of widely used language in Ethiopia as well as in Northern Kenya. The proposed system was 

evaluated with testing wordlist and has been experimentally shown that it improves the performance of state-of-the-art methods for the 

language.  
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1 INTRODUCTION                                                                     

FAAN Oromo is an indigenous Ethiopian language 
which belongs to Afro-Asiatic language family. It is spo-
ken and used by 34.4% of the total population of Ethiopia 

[2]. It is the official language of Oromia regional state, which is 
the biggest regional state in Ethiopia, and it has also spoken 

and used in Kenya and Somalia. 
Words in Afaan Oromo are generated from roots in conca-

tenation form by adding suffixes except for some plural forms 
of adjectives and intensive verbs that are formed by duplica-
tion of the first syllable.Thus, morphologically, Afaan Oromo 
is concatenativesuffix-based language. 

Having a root generator for concatinative language could 
be a starting point for natural language processing related 
works particularly for morphological analysis and information 
retrieval systems. A great deal of attention should be paid to 
words which are the building blocks of structural linguistic 
levels such as syntax, semantic and discourse. Hence, under-
standing informative structures of words enables to exploit 
their informative structures in different application domains. 

An analysis of a rule-based stemmer of Afaan Oromo has 
been tried based on the design principles of the Porter stem-
mer [7], [6]. However, it is not as such effective since languag-
es are morphologically different from one another.  A finite 
state approach morphological analyzer has been modeled 
which also indicate roots of words for three widely used lan-
guages in Ethiopia including Afaan Oromo [4] but it is not 
evaluated for Afaan Oromo due to the great variation in the 
use of double consonants and vowels by Oromo writers as 
reported on the article. There is no complete work which pro-
vides a detailed computational analysis of roots of Afaan 
Oromo and this paper tries to do that. 

The organization of the rest of the paper is as follows. Next 
section gives brief morphological properties of Afaan Oromo. 
Section 3 presents root identification rules. Results of the per-
formed tests are presented together with their analysis in Sec-
tion 4. At last, discussion and conclusion are described in Sec-
tion 5.  

2  BASIC MORPHOLOGICAL PROPERTIES OF AFAAN 

OROMO 

Morphologically, Afaan Oromo has concatenative form of 
suffixes and its roots of lexical words (nouns, verbs, adjectives 
and adverbs) end either in single or double consonants[5]. A 
root is “the base form of a word which cannot be further ana-
lysed without total loss of identity” [1]. Table 1 shows sample 
lexical words that their roots end with single and double con-
sonants.  

 
TABLE 1: SAMPLE LEXICAL WORDS THAT THEIR ROOTS END WITH 

SINGLE OR DOUBLE CONSONANTS. 

 

Sample words that their roots end with single consonants 

deemaniiru deem-aniiru 

baraareera baraar-eera 

jireenya jir-eenya 

Sample words taht their roots end with double  consonants 

arganiiru arg-aniiru 

arjoomuu arj-oomuu 

eebbisuu eebb-isuu 

 
Most roots of lexical words of Afaan Oromo add suffixes 

without changing their forms.  
 

2.1   ROOT GENERATION RULES 

As indicated in Table 1, roots of the lexical words end ei-
ther with single or double consonants so that consonants that 
come after the first character of a word can be candidates that 
indicate the boundary of the root of the word.For example, the 
candidate root boundary of the word biteera can be: 

 

  
 

There is no lexical word that contains single character in 
Afaan Oromo. 

A 

bi t e e r a 
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In another hand, most suffixes of Afaan Oromo are com-
posed of vowels. Consonants that are used in suffixes are ch, 
dh, f, l, m, n, r, s, t, w and yandmost of them are used with 
certain suffixes. These are the rationale that inspired us to de-
velop root generation system using rule-based approach.  

Based on the general morphological properties of the lan-
guage mentioned above, Afaan Oromo root generation rules 
were developed based on the following core steps. 

Step One: The lexical words of the language were catego-
rized into five groups based on their forms that they character-
ize from their first character to the next consonant to minimize 
the complexity of rules. 

 The first group iswords that form VC where V and 
C stand for vowel and consonants respectively. 
For example, arge, ogeessa. 

 The second group is words that form VVC and 
CVC. For example, aaruu, rafuu. 

 The third group is words that form CCVC, CVCC 
and CVVC. For example, dhala, hidhuu, caa-
luuf.There are five consonant clusters (ch, ny, dh, 
sh, ph) that are considered as one character in 
Afaan Oromo. CC is stands for these consonant 
clusters. 

 The fourth group is words that form CCVVC, 
CCVCC and CVVCC. For example, nyaara, dhad-
haa, daadhii. 

 The fifth group is words that form CCVVCC. For 
example, dhaadhessuu, shaashii. 

Step Two: Based on step one, a word was segmented into 
two: firstPart and secondPart. The firstPart is definitely parts 
of a root so that it is not processed further. The secondPart is 
that could be further processed to identify a root boundary. 
For example, the word ogeessa can be segmented as 
og(firstPart)andeessa(seconPart).And the general algorithm is 
as follow. 

 
------------------------------------------------------------------------------ 

Algorithm: Generation of Roots 
------------------------------------------------------------------------------ 
 1: A word is taken as input 
 2: The word is segmented into two based on step one:  
              firstPart and secondPart 
 3: ThesecondPart’s characters are iterated from right  
              to left 
 4: for i in range(length (secondPart)): 
 5:    if secondPart[i]==w  and [wwan] in secondPart: 
 6: pass to next 
 7:   elif w or d[i] == m and  [am oroom orumm ormaat  
                  orum] in secondPart: 
 8: pass to next 
 9:  elif secondPart[i] ==l and [olii or olee] in second 
                    Part: 
 10: pass to next 
 11: elif secondPart[i] == r and [teer or aniir or  
                                neer oreer] in secondPart: 

  12: pass to next 

 13:  elif secondPart[i] == h and [d or c] is found at  
                      immediate left side of h: 
 14: pass to next 
 15:   elif secondPart[i] == t and [a or e or i or o or u or  
                        t or r] is found at immediate left side of t: 
 16: pass to next 
 17:   elif secondPart[i] == f and [a or e or i or o or  
                      u] is found at immediate left side of f: 
 18: pass to next 
 19:   elif secondPart[i] == s and [a or e or i or o or u or  
                          s or n or m] is at immediate left side of s: 
 20: pass to next 
 21:   elif secondPart[i] == n and [a or e or i or o or u or  
                         t or n or m or r or s] is  at immediate left side  
                          of n: 
 22: pass to next 
 23:  elif secondPart[i] == y and [n] is at immediate left  
                          side of y: 
 24: pass to next 
 25:   elif secondPart[i] in [a or e or i or o or u]: 
 26: pass to next  
 27:    else: 
 28: consider a character as the root boundary of a  
                    word. 
 29:   break 
 ------------------------------------------------------------------------ 

3 EXPERIMENTS 

This section is to measure the effectiveness of the metho-
dology described in section 3. The methodology was com-
pared with some state -of-art to make the experiments strong-
er.  

3.1 TESTING 

A testing wordlist that was usedfor the experiments was 
taken from [8]. The wordlist contains 2000 segmented unique 
lexical words. The evaluation was taken place in terms of pre-
cision that means the number of correctly indicated root 
boundaries divided by the total number of root boundaries 
indicated by the model. The output of the model was classi-
fied as: 

 Correctly indicated root boundaries (CRIB) 

 Over-segmented (OS) 

 Under-segmented (US) 
CIRB is the number of root boundaries that were correctly 

indicated by the models. Both OS and US are root boundaries 
that were incorrectly indicated by the model.  
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3.2  RESULTS 

TABLE 2: RESULTS OF AUTOMATIC ROOT GENERATION OF USING A 

BASELINE ALGORITHM (THE SECOND COLUMN) AND THE ALGORITHM 

PROPOSED IN THIS PAPER (THE LAST COLUMN). 

 

Output 
Categories 

Probabilistic and 
Grouping Methods 

OroRoots 

CIRB 70.05% 98.4% 

OS 3.55% 0% 

US 1.55% 1.6% 

 
The results of the models are summarized in Table 2. The 

proposed system performs in better competitive than the base-
line algorithm (Probabilistic and Grouping Methods).   

4 DISCUSSION 

Since majority of the proposed rules are based on suffixes, 
the most errors of the system is due to strings that are found 
both as parts of roots and suffixes in the language. For in-
stance, for the word rukuta, the system indicated ruk as its 
root instead of rukut since ut is commonly used as parts of 
suffixes of the language so that all errors are under segmented 
(US). In spite of these limitations, experiments on Afaan Oro-
mo have showed that the presented method performed well 
compared to the-state-of-the-art. 

5  CONCLUSSION 

In our investigation, we have been shown that rule-based 
method can be used to develop root generation system for 
Afaan Oromo. The system mainly used as starting point to 
develop a complete morphological analysis and information 
retrieval for the target language. The experimental results 
show that the methodology proposed is effective in identify-
ing root boundaries. 
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