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Abstract   

Wireless sensor network is an infrastructure contained of sensing (measuring), computing, and 

communication elements having capability of self-organizing, lightweight sensor nodes that are 

used to cooperatively monitor physical or environmental conditions. This network become an 

essential technology that applied in many applications areas such as in military, agricultural, health 

care, and many other areas. This thesis addresses the problem of reliable data transfer in wireless 

sensor network. In such networks, the principal challenge in the design of transport protocol is that 

the sensor’s node deployed in harsh environment, due to harsh limitations on the nodes’ hardware 

and power resources. There are also challenges in time sensitive applications for providing a 

reliable data delivery, such as unique network topology, diverse applications, small message size, 

resource constraints, frequent node failure, and congestion. The main objective of this thesis is to 

improve reliable data transport protocol for wireless sensor network. In order to achieve data 

reliability of packet by detecting and recovering lost packet, by making survey on existing reliable 

data transport protocols, approaches and identified Reliable Multi-Segment Transport Protocol 

(RMST) an optimal protocol for reliability and make a survey on queue theory. The novel approach 

is to develop hybrid Explicit Acknowledgments(EACK) and Negative Acknowledgments 

(NACK) based loss detection and recovery mechanism to grant reliability and introduce a novel 

queue management approach to avoid congestion in multi hop communication. Finally, new 

approach was tested, and evaluated with different metrics on Tinyos 2.1.x, with Five, Ten Micaz 

mote, meyer-heavy.txt full noisy file, in 50, 100 ms, and TOSSIM simulator on system application. 

In addition to system application, developed health care application in order to monitoring of patients 

biological states specifically on ECG and can generate early warnings if received signals turn from 

predefined personalized ranges. From the analysis result, the Energy Efficient Reliable Multi-

Segment Transport Protocol (EERMST) end-to-end delay is 0:0: 0.00248333625 ms and NACK 

based RMST is 0:0: 0.0057716035 ms. The delivery ratio of ACK is somewhat closer with 

EERMST but has more packet delay. Generally, the EERMST has less end-to-ends delay and link 

delay than RMST protocol.  

 

Keywords: Communication; Hybrid; Packet; Energy Efficient; Reliable; Acknowledgement     

;Wireless sensor network
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Chapter one 

1. Introduction   

In the current world of Technology, wireless communication technology places the major role that 

led us the innovative idea of using new technology for many applications. A Wireless Sensor 

Network is a wireless network technology consisting of spatially distributed autonomous devices 

using sensors. These network has the potential to change the way of living in many applications 

areas such as military, health care, agriculture, environmental monitoring, industry, natural disaster 

prevention, wildlife tracking system, building monitoring, space exploration, security, 

entertainment, seismic detection, care of the dependent people, and emergency management and, 

dam monitoring, traffic management, and many other areas [1,2,3]. 

In wireless sensor network, a large number of sensor nodes continually sense data from the 

environment and the critical event data need to be reliably delivered to the sink. The sink receives 

all the information from these sensor nodes, processes it, and sends them to the end user. Therefore, 

given the nature of error prone wireless links, presence of moving nodes and failing nodes, 

ensuring reliable transfer of data from resource constrained sensor nodes to the sink is one of the 

major challenges in wireless sensor networks. Therefore, the design of sensor network is 

application specific and different applications have different reliability requirements. Applications 

like habitat monitoring [4], periodic collection of environmental parameters like temperature, 

humidity etc. can tolerate a loss in data packets.  

However, in event detection sensor networks critical information pertaining to the event has to be 

reliably transported to the central base station. Examples of event detection applications includes 

tsunami monitoring for detecting tsunamis in advance and issue warnings to prevent loss of life 

and damage. Border surveillance monitoring for detecting the attack of enemy forces, Health care 

monitoring to detect abnormal patient behavior, forest fire monitoring to detect and set an alarm if 

a fire starts somewhere in the monitored area. In addition, tracking and inventory management 

using sensors with RFID readers mounted on them to detect presence and location of objects, 

provides information regarding the condition of the object carrying the sensors [5]. 
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Therefore, in such type of applications the sensor nodes are deployed in premeditated location. In 

these predetermined location the sensed data from the sensor node that having a critical piece of 

information to be reliably transported to the sink node for making decision on sensed data. 

Applications like these in which the sensors have a critical piece of information to be transported 

to the sink are the central focus of this thesis. In this thesis, the researcher follows the following 

methods. Make a survey analysis on wireless sensor network architecture, sensor node structure, 

application Areas, its characteristics, protocol stuck and current research works on reliability 

guaranteed protocols in transport layer, identifies a best protocol in which applications needs 

guaranteed reliability based on the transmission direction, based on loss detection, recovery 

mechanisms and energy efficiency. Then after identifying their opening of selected protocol, came 

up with a novel approach to solve the problem. Finally, design a framework that used for 

implementation and evaluate the performance by using different evaluation metrics. 
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1.1. Statement of the problem  

Wireless sensor network has many unique characteristics such as unique network topology, diverse 

applications [6], small message size, traffic characteristics, and resource constraints usually having 

limited resources, including low computation capability, small memory size, low communication 

bandwidth, and finite, and un rechargeable battery [7]. Because of this resource constraint, using 

traditional transport protocols, which is TCP/UDP, is not implemented on wireless sensor network. 

The reasons are summarized in [8, 9, and 10]. So, in this resource constraint sensor, providing 

reliability is challenging. 

 Another challenge in providing a reliable data delivery protocol in wireless sensor networks is 

frequent node failure and congestion. Node failure in the sensor network can be the result of harsh 

environment, energy depletion, or system crashes and congestion occurs on each hop due to buffer 

overflow. As a multi-hop self-organized network, malfunction of several sensor nodes can cause 

significant topology changes and disrupt the normal functioning of the reliable protocol in a 

wireless sensor network. In addition, there is also accumulated delay on each hop. Therefore, 

reliable transport protocols are responsible to deliver data packet reliably from their sources 

(sensor) to their destinations (sink) without packet loss. 

 In order to achieve reliability of packet by detecting and recovering lost packet, there are many 

existing data transport layer protocol with reliability guarantee in wireless sensor network. The 

protocols focusing on reliable data delivery, which can be further classified according to their 

assumptions regarding the data transmission direction. It can be Sensors-to-sink or Sink-to-

Sensors. The Sensors-to-sink protocols include RMST [11,12], RBC [13] and ERTP [14]. Sink-

to-Sensors protocols include PSFQ [15], PALER [16], GARUDA [17], and HRS [18]. In critical 

application, the data transmission direction from Sensor -to- sink is most important to make a 

decision on sensed data.  
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1.2. Objectives of the study  

1.2.1. General objectives 

The main objective of this research is to improve reliable data transport protocol for wireless 

sensor network by comparing and contrasting different reliable transport protocols, select an 

optimized protocol, then to come up the shortcoming of selected protocols in terms of, reliability 

like loss detection and recovery, delay, scalability and energy efficiency and finally develop an 

algorithm for newly improved protocol.  

1.2.2. Specific objectives  

1.2.2.1.To explore Wireless sensor network, its sensor node structure, wireless sensor 

network architecture and its unique characteristics. 

1.2.2.2.To study and analyze the problem of reliable data communication in wireless 

sensor networks.  

1.2.2.3.To study queue theory in wireless sensor network, analyze the problem and 

develop a new de-queue algorithm for proposed system 

1.2.2.4.To come up with a framework that is capable to describe the development for 

later implementation 

1.2.2.5. Simulate, analyze, and evaluate the performance 

1.3. Methodology and Tools  

The methods used to accomplish the research objectives following steps have been followed. 

1.3.1. Literature review 

General literature review will be made on different related works to obtain an in-depth 

understanding of the area which include; previous studies, books, journals, websites, and 

published articles related to the subject.  
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1.3.2. Software and hardware tools 

Different software and hardware required for implementation of the proposed architecture.  

TinyOS-Platform for Practical Implementation 

The system software is implemented in a TinyOS environment [19]. It is a lightweight open source 

operating system for wireless embedded sensors. It is designed to use minimal resources, and its 

configuration is defined at compile time by combining components from the TinyOS library and 

custom-developed components.  

The nesC language 

A TinyOS application is implemented as a set of component modules written in nesC [20]. The 

nesC language extends the C language with new constructs to facilitate the component architecture 

and multitasking. By adding direct language support for task synchronization and task 

management, it allows rapid development and minimizes resource usage. 

TOSSIM-TinyOS Simulator  

TOSSIM [21] is a discrete event simulator provided by TinyOS for high fidelity simulation of all 

of its applications. User can compile TinyOS application on PC framework of TinyOS instead of 

compiling them on real mote. Therefore, user can test, analyze, and debug developed algorithms 

in a controlled and repeatable environment. As it runs on PC, users can examine their code using 

debuggers and other development tools. TOSSIM primarily focuses on simulating TinyOS and its 

execution but not the real world. 

1.3.3. Designing the Proposed model and simulate  

The researcher will propose the desired requirements that should be addressed while conducting 

this work and designed its architecture. 
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1.3.3.1.Wireless sensor node simulation design 

This is to achieve the objective of the research in reliable data delivery in wireless sensor network 

technology. To accomplish this task there are two alternatives. The first alternative is designing 

the sensor node or use on-the-shelf sensor. The other alternative is to model the wireless sensor 

node using simulation tools. Currently, since it is not possible to get (buy) the wireless sensor node 

(the hardware) in the local market, the second option of modeling the node using simulation tool 

is used. 

1.3.3.2. Evaluating the performance  

After designing wireless sensor nodes on simulation tool, it’s performance is checked and analyzed 

by using the simulation tools with different values of parameters.  

1.4. Significance of the Study 

The proposed protocol will increase the lifetime sensor node, to improve reliable data delivery in 

sensor network with minimal delay and overhead. In which application that needs critical 

information applications like forest fire monitoring, health care monitoring, and battlefield 

surveillance also require high end-to-end reliability.  

1.5. Scope and Limitation 

The scope of this study is limited to propose reliable data transfer protocol in Wireless sensor 

network in data transport layer with single packet delivery.  
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Chapter Two  

2. Literature Review and Related work 

2.1. Overview of wireless sensor network  

A sensor network is an infrastructure comprised of sensing (measuring), computing, and 

communication elements that gives an administrator the ability to instrument, observe, and react 

to events and phenomena in a specified environment. The administrator typically is a civil, 

governmental, commercial, or industrial entity. The environment can be any physical world in 

which sensors have deployed. Currently, this network has been widely used and remarkable 

interest among researchers because of their potential usage in a wide variety of applications. Sensor 

nodes are inexpensive portable devices with limited processing power and energy resources. 

Sensor nodes can be used to collect data from the environment, locally process this data and 

transmit the processed data back to the user.  

2.1.1. Sensor Node Structure 

A sensor node typically consists of four basic components: a sensing unit, a processing unit, a 

communication unit, and a power unit, which is shown in Figure 2.1 [23].  

 

Figure 2.1.: Sensor node structure 

Power generator  
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The sensing unit usually consists of one or more sensors and analog - to - digital converters 

(ADCs). The sensors observe the physical phenomenon and generate analog signals based on the 

observed phenomenon. The ADC converts the analog signals into digital signals, which is then fed 

to the processing unit.  

The processing unit usually consists of a microcontroller or microprocessor with memory, the 

microprocessor is responsible for managing the communication protocols, processing collected 

data from the on-board sensors, provides intelligent control to the actuator node and performing 

the power management. The Memory is used for storing programs and data. There are two types 

of memory units based on different needs for storage in a sensor node. The microprocessor itself 

contains some on-chip memory used to store system software. There is also typically flash memory 

available where users can store their own applications and data.  

The communication unit consists of a short - range radio for performing data transmission and 

reception over a radio channel. The essential task is to convert a bit stream (or a sequence of bytes 

or frames) coming from a microcontroller and convert them to and from radio waves. For practical 

purposes, it is usually convenient to use a device that combines these two tasks in a single entity. 

Such devices are called transceivers.   

The communication frequencies of the sensor nodes are between 433 MHz (in some early 

generations of sensor nodes) and 2.4 GHz (the most commonly used frequency) [22]. The 

communication unit has four operational states:  transmit, receive, idle and sleep. 

The power unit consists of a battery for supplying power to drive all other components in the 

system. In addition, a sensor node can also be equipped with some other units, depending on 

specific applications. For example, a global positioning system (GPS) may be needed in some 

applications that require location information for network operation, power generator that supplies 

additional power to actuator to maintain availability of data. A motor may be needed to move 

sensor nodes in some sensing tasks. All these units should be built into a small module with low 

power consumption and low production cost. 
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2.1.2. Network Architectures 

A sensor network typically consists of a large number of sensor nodes densely deployed in a region 

of interest, and one or more data sinks or base stations that are located close to or inside the sensing 

region, as shown in Figure 2.2 [23]. 

 The sink sends queries or commands to the sensor nodes in the sensing region while the sensor 

nodes collaborate to accomplish the sensing task and send the sensed data to the sink(s). 

Meanwhile, the sink(s) also serves as a gateway to outside networks, for example, the Internet. It 

collects data from the sensor nodes, performs simple processing on the collected data, and then 

sends relevant information (or the processed data) via Internet to the users who requested it or use 

the information. 

 

 

 

 

 

 

Figure 2.2.: Sensor network architecture [23] 

2.1.3. Wireless Sensor Network Characteristics 

Wireless sensor networks have the following unique characteristics and constraints [23]: 

 Dense sensor node deployment:- 

Sensor nodes have usually deployed densely and can be several orders of magnitude higher 

than other network.  

 Battery-powered sensor nodes:-  

Sensor nodes are usually powered by battery and deployed in a harsh environment, where 

it is very difficult to change or recharge its batteries.  

 Severe energy, computation, and storage constraints:  

Sensors nodes are having highly limited energy, computation, and storage capabilities.  

Sensor nodes 
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 Self-configurable: Sensor  nodes  are  usually  randomly  deployed  and  autonomously  

configure themselves into a communication network. 

 Unreliable sensor nodes: Since sensor, nodes are prone to physical damages or failures 

due to its deployment in harsh or hostile environment.  

 Data redundancy: In most sensor network applications, nodes are densely deployed in a 

region of interest and collaborate to accomplish a common sensing task. Thus, the data 

sensed by multiple sensor nodes typically have a certain level of correlation or redundancy.  

 Application  specific:  A  sensor  network  is  usually  designed  and  deployed for  a  

specific application. The design requirements of a sensor network change with its 

application.  

 Many-to-one  traffic  pattern: In  most  sensor  network  applications,  the  data  sensed  

by  sensor nodes  flow  from  multiple  source  sensor  nodes  to  a  particular  sink,  

exhibiting  a  many-to-one traffic pattern.  

 Frequent  topology  change: Network  topology  changes  frequently  due  to  the  node  

failures, damage, addition, energy depletion, or channel fading. 

2.1.4. Wireless Sensor Network Applications 

Recent advance in the integration and miniaturization of physical sensors, embedded 

microcontrollers and radio interfaces on a single chip; wireless networking; and micro-fabrication 

have provided a new generation of wireless sensor networks suitable for many applications. 

Wireless sensor networks can be used for military applications, habitat monitoring, machine health 

monitoring and guidance, traffic pattern monitoring and navigation, health care monitoring, 

Agriculture monitoring, and infrastructure monitoring. We briefly describe these applications and 

for more details in [23]. 

Military Applications 

Wireless sensor networks can be a part of military command, control, communications, computing, 

intelligence, surveillance, reconnaissance, and targeting systems. The rapid deployment, self-

organization, and fault tolerance characteristics of sensor networks make them a very promising 

sensing technique for military applications. Some of the military applications of sensor networks 

are monitoring friendly forces, equipment and ammunition; battlefield surveillance; 
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reconnaissance of opposing forces and terrain; targeting; battle damage assessment; and nuclear, 

biological and chemical attack detection (recently is considered as one of the critical types of 

attacks) and reconnaissance. 

Environmental Applications 

Another important area of wireless sensor networks used in  environmental applications which 

includes tracking  the  movements  of  birds,  small  animals,  and  insects;  monitoring  

environmental conditions  that  affect  crops  and  livestock [24, 25].     

Home Applications 

Home automation: As technology advances smart sensor nodes and actuators can be incorporated 

into appliances, such as vacuum cleaners, microwave ovens, and refrigerators. These sensor nodes 

inside the devices can communicate with each other and with the external network via the Internet 

or satellite. They allow end users to control home devices locally and remotely. Accordingly,  

wireless sensor networks  enable  the interconnection  of  various  devices  at  residential  places  

with  convenient  control  of  various applications at home [26]. 

Commercial Applications 

Wireless sensor are used in  commercial applications for monitoring material fatigue,  building 

virtual keyboards, managing inventory, monitoring product quality, constructing smart office 

spaces, environmental control in office buildings, robot control and guidance in automatic 

manufacturing environments. Such as interactive toys; interactive museums; factory process 

control and automation; monitoring disaster area; smart structures with sensor nodes embedded 

inside; machine diagnosis; transportation; factory instrumentation; local control of actuators; 

detecting and monitoring car thefts; vehicle tracking and detection; as well as instrumentation of 

semiconductor processing chambers, rotating machinery, and wind tunnels. 

Healthcare Applications 

Some of the health applications of sensor networks involve providing interfaces for the disabled, 

integrated patient monitoring, diagnostics, drug administration in hospitals, tele-monitoring of 

human physiological data, and tracking and monitoring doctors  patients inside a hospital.  
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2.2. Protocol Stack for Wireless Sensor Network 

The protocol stack for wireless sensor networks consists of five protocol layers: the physical layer, 

data link layer, network layer, transport layer, and application layer, as shown in Figure 2.3 [23].  

 

 

 

 

 

 

 

 

 

The application 

layer contains a variety of application layer protocols to generate various sensor network 

applications. The transport layer is responsible for reliable data delivery required by the application 

layer. The network layer is responsible for routing the data from the transport layer. The data link 

layer is primarily responsible for data stream multiplexing, data frame transmission and reception, 

medium access, and error control. The physical layer is responsible for signal transmission and 

reception over a physical communication medium, including frequency generation, signal 

modulation, transmission, and reception, data encryption, and so on.  

On the other hand, the protocol stack can be also divided into a group of management planes across 

each layer [27], including power, connection, and task management planes. The power 

management plane is responsible for managing the power level of a sensor node for sensing, 

processing, and transmission and reception, which can be implemented by employing efficient 

power management mechanisms at different protocol layers. For example, at the MAC layer, a 

Figure 2.3.: Protocol stack for sensor networks 

Transport layer  



JUiT School of Computing, Computer-Networking Stream 2016/2017 
 

Improving transport protocol for reliable data transfer in WSN Page 13 
 

sensor node can turn off its transceiver when there is no data to transmit and receive. At the 

network layer, a sensor node may select a neighbor node with the residual energy as its next hop 

to the sink.  

The connection management plane is responsible for the configuration and reconfiguration of 

sensor nodes to establish and maintain the connectivity of a network in the case of node 

deployment and topology change due to node addition, node failure, node movement, and so on. 

The task management plane is responsible for task distribution among sensor nodes in a sensing 

region in order to improve energy efficiency and prolong network lifetime.  

2.3. Transport Layer 

In this section the author presents  an overview  of  general  reliability  issues  in  the  data  transport  

protocol  for  wireless  sensor networks. In general, the transport layer is responsible for reliable 

end - to - end or hop-by-hop data delivery between sensor nodes and the sink(s).  

There are two major functions in the transport protocol of wireless sensor networks, that are 

reliable data delivery and congestion control. Reliable data delivery requires when packets are lost 

in a multi-hop wireless sensor network, some or all of the lost packets can be detected and the lost 

information recovered by appropriate mechanisms [28]. Congestion occurs when many sensor 

nodes send data to the sinks and the amount of the data traffic exceeds the network capacity. In 

the case of congestion in a wireless sensor network, nodes start to drop packets or the delay of the 

packets. This frequent dropping of packets leads to waste of energy and offsets to achieve 

reliability. 

Due to unique nature and specific requirements of different applications of sensor networks, due 

to the low energy, computation, and storage constraints of sensor nodes designing reliable data 

transport protocol may faces challenges. Because of these unique characteristics, traditional 

transport protocols cannot be applied directly to sensor networks without modification. For 

example, the conventional end - to - end retransmission based error control and the window - based 

congestion control mechanisms used in the transport control protocol (TCP) cannot be used for 

sensor networks directly because they are not efficient in resource utilization.  

On the other hand, sensor networks are application specific and usually deployed for specific 

application areas. Different applications areas may have different reliability requirements, which 
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have a big impact on the design of transport layer protocols. For example, consider a sensor 

network deployed in a chemical plant to detect harmful gas, health care monitoring, and battlefield 

surveillance which have crucial for sensor nodes reliably transport every sensor reading data back 

to the sink. On the other hand, some applications may not require simple 100% guaranteed 

transmission of data packets [29]. 

The reliable data delivery in sensor networks primarily occurs in two directions: upstream and 

downstream. In the upstream, the actuator nodes transmit their sensed data to the sink(s), while in 

the downstream the data originated from the sink(s). For example, queries, commands, and 

programming binaries are sent from the sink(s) to the source sensor nodes.  

Reliable protocols in wireless sensor networks are protocols that can reliably deliver packets from 

their sources to their destinations without packet loss, providing congestion control, and energy 

efficiency.  

In the section, 2.3.1 presents the general design consideration of transport protocol, in 2.3.2 

presents general issues reliable data delivery and in section 2.3.3, presents the basic approaches in 

reliable data delivery in wireless sensor network, in section 2.4 presents the operating system used 

in wireless sensor network. In section 2.5 presents a variety of related work in transport layer 

protocols for wireless sensor networks. 

2.3.1. Data Transport Protocol with Design Consideration in Wireless Sensor 

Network 

Unlike the  traditional TCP/IP network,  each  sensor  node  in  a  wireless sensor network  resource 

constraint which has  very  limited  power,  bandwidth  and  storage space and has to cope with a 

loss wireless channel. The reliable data transport protocols that are widely used in the internet such 

as TCP and UDP are not suitable for wireless sensor networks [23].  

When designing reliable data transport layer in wireless sensor network should have to consider 

the following: 

I. The  reliable data transport protocol should be able to provide  robustness  to  the network  

and  be  able  to  adapt  to  different  scenarios,  such  as node failure and route changes. 
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II. Since,  a  wireless sensor network  is  an  energy-constrained  multi-hop  network,  a  reliable  

data transport protocol should try to avoid any packet drop unless absolutely necessary. 

This is because  data   packets  normally  have  to  travel  many  hops  before  they  reach  

their destinations. If a packet is dropped during the transmission, all the energy, and 

bandwidth that have already been spent on the packet in the previous hops are completely 

wasted.  

III. Fairness may be another consideration in the reliable data transport protocol design. In 

wireless sensor network, most of the data flows are transmitted from many sensor nodes 

that deployed in physical environment to a sink node. In such a multi-hop many-to-one, 

routing structure nodes deployed far from the sink are not equal in message delivery, which 

can often result in unfairness. The packets  delivery of nodes far away from the sink have 

a higher  possibility  to  get  lost  during  transmission  than  packets  from  closer  sink 

nodes. Such unfairness  for  different  nodes  can  cause  problems  in  some  applications  

and  thus  may need to be considered when designing a reliable data transport protocol [29]. 

2.3.2. General Issues in Reliable Data Delivery 

In general, a reliable data transport protocol should cover the following dimensions: 

 Communication type: Reliable protocols should provide reliable delivery of a single 

packet, blocks of packets or streams of packets [30]. Streams of packets are a continuous 

data stream. Periodic event monitoring is an example application type using streams of 

packets. Blocks of packets are segments of a complete data stream. A block of packets 

consists of a fixed number of data packets. Reliably  delivering a single  packet  can  be  

very  important  for  queries  or  highly  aggregated  data,  while delivery of  blocks of data 

is necessary  for  many  wireless sensor network applications such as remote network  

reprogramming. The cases of delivering a single packet and  delivering blocks  of  packets  

can  use  very  different  underlying  protocol  mechanisms. The primary  approaches  for  

single  packet  delivery  are  ACK-based  retransmission  and transmission  of  multiple  

redundant  packets. A wider variety of options exists for reliable delivery of blocks of data 

or streams of data. NACK-based approaches and multi-paths approaches are commonly 

used in such protocols. 
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 Reliability Requirement:  Reliability requirements vary across different wireless sensor 

network applications. For sensors-to-sink delivery, the reliability requirement is either 

100% guaranteed data delivery (or as close to this possible) or a percentage or probabilistic 

delivery requirement (for example 75% reliability). For sink-to-sensors delivery, the 

reliability requirement can be classified into four categories:  

I. Delivery to the  entire  network;   

II. Delivery   to  sensor  nodes  in  a  sub-region  of  a network  (location  based  delivery);  

III.  Delivery  to the  core  members  of  the  network that  are able to cover the entire 

sensing field;  and   

IV.  Delivery to sensor nodes with a probabilistic reliability requirement  

 

 Upstream and downstream delivery:  In wireless sensor networks, it can be assumed that 

most communications are not between arbitrary peer nodes. As a data  collecting network,  

the  data  flow  in  wireless  sensor  networks  is  normally  from  sensor  nodes towards  a  

single  sink/gateway  node [29]. 

 Most research works in wireless sensor network is to granting packet reliability from 

sensor-to-sink transmission direction, the protocols categorized under this transition 

direction are RMST [11,12], RBC [13], and ERTP [14]. However, in some scenarios, a 

reliable protocol for downstream communication is also important. Reliable downstream 

protocols include PSFQ [15], PALER [16], GARUDA [17], and HRS [18].  

 

 

 

 

 

2.3.3. Basic Approaches in Reliable Data Delivery 

There are three basic approaches to achieving reliability in wireless sensor networks. The first one 

is End-to-End vs Hop-by-Hop Error Recovery approach [15], the second one is ACK vs NACK 

approach [32] and, the third Sender Retransmission vs Forward Error Correction [30]. 
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2.4. Operating System for Wireless Sensor Network 

Wireless sensor nodes are resource constraint in their nature with low memory size, low 

bandwidth, and low computational capacity. Although these nodes have different characteristics, 

their basic hardware components are the same: a physical sensor, a microprocessor or 

microcontroller, a memory, a radio transceiver, and a battery. Therefore, these hardware 

components should be organized in a way that makes them work correctly and effectively without 

a conflict in support of the specific applications for which they are designed. Each sensor node 

needs an operating system (OS) that can control the hardware, provide hardware abstraction to 

application software, and fill in the gap between applications and the underlying hardware. In 

traditional OS, system software operates between application software and hardware, which often 

designed for workstations and PCs with plenty of resources. This is usually not the case with sensor 

nodes in wireless sensor networks. There are several sensor-based operating systems used today; 

some of them are TinyOS, Mantis OS, Mate, and EYESOS, SenOS etc [31]. In  the  following  

Section 2.8.1,  the author   will  be reviewing  TinyOS,  since  it  is  the  de-facto  standard  and  

very  mature  Operating  System  for wireless sensor networks [19]. 

Tiny Operating System (TinyOS) 

TinyOS, as its name implies, can be described as a miniature framework designed for embedded 

systems that require very aggressive resource management due to the highly constrained nature of  

their  resources  such  as  power  and  available  memory  [19]. It  implements  the  hardware 

abstraction layer and scheduler of a conventional operating system, allowing generic programs 

that may have no knowledge of the intricate details of the operations supported by the underlying 

hardware  components  (such  as  sensors)  to  use  well-defined  interfaces  to  interact  with  these 

components. Its C-language-like framework provides an interface to core system components, 

allowing a programmer to manage various services of the system. 

TinyOS  provides  software  abstraction  for  hardware  components  such  as  its  communication, 

routing, sensing, and storage subsystems. A software component in TinyOS refers to abstractions 

of specific services provided by either another software component or a hardware component. A 

software  component  consists  of  any  number  of  the  following:  Modules  and  Configurations. 
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Modules  are  the  lowest  form  of  abstraction  provided  by  the  TinyOS  operating  system. They 

implement program logic that directly addresses a software component and can also provide a 

particular  set  of  services,  thereby  enabling  the  reuse  of  software  components. Other  software 

components  can  interact  with  a  module  through  its  defined  interface,  which  specifies  a  set  

of operations/services to a particular module. On the other hand, abstractions of multiple modules 

and other configurations grouped together form  a  newly  abstracted  component  referred  to  as  

a  configuration.  

A configuration can be visualized as a super component consisting of several subcomponents to 

provide a single unified interface. Configurations wire a set of components defined in a component 

signature. That allows two or more components to communicate with each other. 
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2.5. Related works 

2.5.1. Transport Protocol for Wireless Sensor Network 

Several transport protocols have been designed for wireless sensor networks. A list of relevant 

related works on transport protocol in wireless sensor network has shown in Figure 2.4.  

 

 

 

 

 

  

 

 

 

 

 

 

Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) are two traditional 

transport protocols that are currently used for the internet. TCP is a reliable end-to-end transport 

protocol, which is widely used for data services and very efficient for wired networks. The basic 

idea of TCP congestion control is that TCP send probe to the network for available resources and 

increase the transmission rate until packet losses are detected. TCP takes packet loss as indication 

network congestion and trigger appropriate congestion control scheme.  

 

Transport Protocol for Wireless Sensor Network 

 

TCP oriented  

Congestion  

 

Application oriented  

 

Reliability  

 

Reliability and 

Congestion control  

Upstream   

 

Downstream   
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GARUDA 
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CCF 

PCCP 

 

SCTP 

ART 

ESRT 

 

Figure 2.4: The existing transport protocol in wireless sensor network 
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However, TCP is a connection oriented that cannot be directly implemented and may not suitable 

for data transport in wireless sensor networks because wireless sensor network has unique 

characteristics and applications specific. The reasons have been summarized in [8, 9, 10]. In TCP, 

Setting up a connection using the three-way handshake is costly, slow, and not suitable for many 

urgent tasks in wireless sensor networks. Besides that, TCP has degraded throughput in wireless 

system, especially in situations with a packet loss rate because TCP assumes that packet loss is 

due to congestion and triggers rate reduction whenever packet loss is detected. Another reason is 

preprocessing or aggregation of data in intermediate nodes is desirable and often necessary in 

wireless sensor networks. Packet can be combined or change before they reach their destination. 

Since TCP is end-to-end protocol, it cannot handle this scenario. Lastly, TCP is not light weight 

due to the large amount of run time and header overhead and may not suitable for implementation 

in low-cost sensor nodes with limited processing, memory and energy resources. As described in 

Figure 2.4, there are different protocols used in wireless sensor network, based on reliability, 

congestion control and both. Providing reliability can be in upstream or downstream by 

transmission direction. Three transport protocols provide reliability in upstream data transmission 

direction such as RMST [11,12], RBC [13], and ERTP [14]. 

According to the author in [11,12] propose Reliable Multi-Segment Transport (RMST) protocol 

with NACK-based approach that has primarily timer-driven loss detection and repair mechanisms. 

It is designed for relatively long-lived data flows from source nodes to a sink node, although it 

could be applied to other contexts as well. This protocol supports both cache and non-cache mode. 

In cache mode of RMST, all-intermediate nodes on a path as well as the sink maintain a cache that 

stores all segments being sent. When  a  node  detects  a  missing  segment,  it  creates  a  NACK  

packet  that  includes  the missing  segment’s  identifier  and  sends  it  back  along  the  path  to  

the  source. When  an intermediate  node  receives  a  NACK,  if  it  has  all  of  the  missing  

segments  listed  in  the NACK  in  its cache,  it will  forward them towards the sink and drops the 

NACK. If the node has only some or none of the missing segments, it locates and resends the 

missing segments it has (if any) and forwards the NACK again along the path to the source until 

either all missing segments are recovered or the NACK reaches the original source node.  
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In RMST’s non-cached mode, only the sink and the source node have the ability to maintain such 

a cache. Thus, when a missing segment is identified, the NACK travels from the sink all the way 

back to the source node and the source will resend the missing segment in a timely manner.  

The problems that was not address in RMST protocol are lack of congestion control, it cannot 

handle when all packet in the communication is lost, it cannot provide reliable delivery of 

single/last packets in addition to energy efficiency. The following algorithm shows the current   

NACK or a retransmission works to grants reliable [32]. 

 

Initially parent = p, children = C, seq_no = 0, no de_id = i, Buf = 0  

1:   upon sensing an event E :  

2:    begin  

3: create a data message  

M=(seq_no, node_id, data) with the event information 

E;  

4: Add a copy of M to message buffer  

5: call SendMsg (M, p);  

6: seq_no ++; 

7:end  

8: procedure SendMsg(M, p)  

9: begin  

10: send M using radio transceiver;  

11: end  

12: upon receiving a message:  

13:  begin  

14:  if message is M then  

15: call SendMsg(M, p);  

16: if message is NACK then  

17: look for the copy of the message in the buffer Buf 

;  

18: if message is not found in Buf  

19: call Look ForMsgInChild ( ) to find the                                            

message in the child’s buffer;  

20: else  

21: M = msg in Buf;  

22: call ParentSelection ( ) to find a new parent;  

23: call SendMsg ( M )  

24: end  

25:procedure LookForMsgInChild (src, seq_no)  

26: begin  

27: call SendMsg (NACK) to send message to child  

28: end 

  

Algorithm 1, NACK algorithm for achieving reliability   
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The author in [13] propose Reliable Bursty Converge cast (RBC) to provide real-time and reliable 

data transport under conditions of high-volume busty traffic. RBC improves  typical  network  

efficiency  by  using  a  window-less  block  acknowledgement scheme to carefully schedule packet 

retransmission. In the network each sender divides its packet queue into M+2 separate queues, 

indexed 0 through M+1 where M is the maximum number of retransmissions allowed at each hop. 

Packets in queue j have transmission priority over packets in queue j+1. Queue M+1 is used for 

free packet buffer. When the sender sends a packet to the receiver, the ID of the buffer holding the 

packet, as well as the ID of the buffer storing the packet to be sent next, is included with the data 

packet. When the receiver receives a packet from the sender, by comparing the buffer’s ID with 

the expected buffer’s ID piggybacked in the previous packet, the receiver can decide whether there 

is packet loss or not. However, the problem that does not addressee here is, when transmitting data 

packet, the sender over hears the channel to detect forwarding of the same packet by the next node. 

This over hearing requires additional energy and it cannot also work for last hop. In addition, the 

packet loss can potentially trigger window-based flow. This will reduce the transmission rate 

unnecessarily when packet lost may have occurred as a result of link error.   

The study in [14], propose ERTP, which is designed for data streaming that ensure statistical 

reliable delivery of sensor data packets delivered to the sink. These protocols do not handle 

accumulated delay during multi hop transmission, it does not consider energy efficiency and 

consume more energy by over hearing the channel, it uses end-to-end Implicit Acknowledgement 

and retransmission when necessary. This end-to-end process have longer response time between 

source and destination. This will result large amount of packet loss, the packet loss result in energy 

waste for retransmission. 

On the other hand, if some events suddenly happen after a long quiet time, a large amount of   data 

can be generated and fill all the buffer space of the intermediate nodes in a short period. In this 

case, the effectiveness of ERTP protocol is compromised [16].  
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In Table 2.1, shows the summery of existing reliable protocols in wireless sensor network. 

Protocol

s  

Approaches  

Design 

Focus 

Direction Loss 

Detection 

Loss 

Recovery 

Reliability Commu

nication  

Type 

Unique 

Design 
Evaluat

ion 

RMST 

[11,12] 

Reliability Sensors-to-

sink 

Selective  

NACK 
End-to-

end  

and hop-

by hop 

Packet  

 

Block of  

packets 
Cross-

layer  

design  

(Transpo

rt  

and 

MAC  

layer) 

NS-2 

 

 

 

RBC 

[13] 

Reliability Sensors-to 

sink 

Implicit 

ACK 

Hop-by-

hop 

Packet  

reliability 
Block of  

packets 
Window-

less  

queue  

managem

ent 

49 

Mica2  

motes  

experim

ent 
ERTP 

[14]  
Reliability  Sensors-to 

sink 

Implicit 

ACK 

End-to-

end  
Packet  

reliability 

Block of  

packets 

- TOSSI

M  

 

PSFQ 

[15] 

Reliability, 

energy 

efficiency  

and  

scalability 

Sink-to 

sensors 

NACK Hop-by-

hop 

Packet  

reliability 
Block of 

packets 

Pump 

slowly  

and fetch  

quickly 

NS-2  

and 

Rene2  

motes  

 

PALER 

[16] 

Reliability Sink-to 

sensors 

Inclusive  

NACK 
Hop-by 

hop 

Packet  

reliability 
Block of  

packets 
Single  

inclusive  

NACK 

Jist/Swa

ns  

 

Flush 

[35] 

Reliability  

and time 

efficiency 

Sensors-to 

sink 

Selective  

NACK 
End-to-

end 

Packet  

reliability 
Block of  

packets 
NACK 

and  

rate 

control  

design 

100 

MicaZ 

motes  

 

 

Table 2.1: Summary of Existing Reliability Guaranteed Protocols 

From the Figure 2.4, there are five transport protocols that provides only congestion control 

mechanism which are Congestion Detection and Avoidance (CODA)[33], SenTCP[34], Fusion, 

Congestion Control and Fairness (CCF)[35] and Priority-based Congestion Control Protocol 

(PCCP)[36] .However, none of these protocols has any reliability mechanism. 
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In addition in the Figure 2.4, there are three protocols that provides both reliability and congestion 

control which are Event to sink Transport Protocol (ESRT) [37], Sensor Transmission Control 

Protocol (SCTP) [38] and Asymmetric and Reliable Transport (ART) [39]. In these except ART 

protocol, the other two ESRT and STCP are upstream data transmission direction but the 

communication type is end-to end and use NACK and ACK approaches. Except ESRT, the other 

does not consider energy efficiency that consumes more energy. In Table 2.2, shows existing 

reliable guaranteed protocol with their energy consumption. 

Table 2.2: Reliability and energy efficient comparison 

Protocol  Category Direction  Type   

AC

K 

 

NACK 

 

IACK 

Sequence 

number out 

of order  

Time 

out 

Increase 

source 

sensing 

rate  

Packet 

retransmi

ssion 

Energy 

efficiency  

RMST[11,

12] 

Packet  Upstream  Hop-

Hop 

-   - -   -   Good  

RBC[13] Packet Upstream Hop-

Hop 

-     - - - - No  

ERTP[14] Packet Upstream End-

End 

   - -   -   -   Good  

PSFQ[15] Packet Downstre

am  

Hop-

Hop 

-   -     -   No  

GAURDA Packet Downstre

am 

Hop-

Hop 

-   -   - -   No  

ESRT[37] Event  Upstream Event 

-sink 

   - - - -     - Fair  

STCP[38] Event/pa

cket 

Upstream End-

End 

    - -   -   No  

ART[39] Event/qu

ery  

Both  End-

End 

    - -   -   No  

In these Table 2.1 and Table 2.2 the authors uses a  receiver  feedback  and  sender retransmission  

mechanisms in  order  to  detect  and  recover  lost  packets. They use two most commonly used 

mechanisms in wireless sensor network are ACK-based approach and NACK-based approach.  

As clearly shown in the Table 2.1 and Table 2.2, no authors considered the energy efficiency and 

scalability with minimum delay in their works when data is transmitting from sensor –to sink for 
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providing reliability and no authors address to solve the common problem of the NACK error 

recovery mechanism. In addition, there is also accumulated delay in multi-hop communication. To 

address these accumulated delay problems only the author in [12], uses queuing theory to solve it. 

The author uses a priority queue based approach, which gives priority to routed data in the queue.  

Therefore, this thesis addresses all packet in the communication loss problem, providing a delivery 

of single or last packet problem, address the problem wastage of energy as a result of 

retransmission, considering wastage of energy by over hearing the channel, to address the problem 

of congestion control and the problem accumulated delay in Multi-hop transmission. Then 

proposing a hybrid (EACK and NACK) based loss detection mechanism by adopting Hop-by-Hop 

loss recovery method using end-to-end sequence number. In addition, introducing new queueing 

theory approach to handle congestion.   

2.5.2. Queue Management Approaches in Wireless Sensor Networks 

Overview of the Queuing Model 

Queuing or waiting lines can be found everywhere. Queuing for buying food at supermarket, to 

withdraw money from bank or a telephone waiting to be placed through to receiver are day-to-day 

examples. Queuing  happen  because  the  demand  for  a  particular  service  is  higher  than  the 

server can cope with it. The basic queuing system can be illustrated as customers arriving for 

service, waiting for service if the server is busy and leaving the system after service being 

completed. The basic queuing model is shown in Figure 2.5. 

 

Figure 2.5: Basic Queuing Model 
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The basic queuing model depicted in Figure 2.5 can be identified some basic elements of the 

system as [40]: 

Input process:  describe the input process in terms random variables representing either  

the  number  of  arriving  during  a  time  interval  or  the  time  interval  between  successive 

arrivals.   

 Service  Mechanism:  it  involves  the  number  of  servers,  the  number  of  message   being 

served at any time, and the duration of service and its modes. In network of queues more than one 

servers arranged in series or parallel combinations. Random variables are used to characterize the 

service times, and the number of servers.   

Queuing: the number of message waiting for service is important point of consideration.  

The  waiting  room  or  queue  length  can  be  considered  infinite.  

Queue discipline: representing the way in which queue is organized. The rules, which are 

developed, consist of inserting or removing packet from the queue. FIFO, Priority, Fair Queuing 

are three basic queue disciplines.  

In FIFO, All arriving packets are placed in a queues and the transmission of packets in order of 

arrival. The Packets are discarded when buffer is full and delay and loss of packets depends on 

inter-arrival times and packet lengths, random drops due to malicious monopolization: as one flow 

sends packets at a high rate and fills the buffer. Fairness  among  packet  is  not  achieved  with  

packets  from  higher  priority  class  are buffered as long as there is space discarding the packets 

from lower priority packets. The Following Figure 2.6, illustrates the FIFO queue discipline 

labelled in [40].  

 

Figure 2.6: FIFO Queuing Model 
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In Priority Queuing: Packets are served according to priorities set by system and the packets are 

separated and placed in different buffers according to the priority classes. High priority classes are 

given to serve first than low priority. The following Figure 2.7 illustrates the Priority Queuing 

Model queue discipline in [40]. 

 

 

 

 

 

Having this overview of queuing model, deferent applications needs these queening model based 

on their requirement in order to deliver originating packet to required destination. Because of 

unique characteristics of wireless sensor network, it needs special queuing management. 

There are different researcher’s uses different approaches to manage queue efficient in wireless 

sensor network. The authors in [12, 41] proposes an approach for queue management in wireless 

sensor network based on application priority. The queue is developed based on the data type and 

the number of queues in a node depends on the application requirements. The base station 

dynamically assigns individual priority for each type of data. During forwarding heterogeneous 

data towards the base station, each sensor node transmits route data of its children nodes as well 

as its own generated data. Therefore, at any given time a sensor node may act as both a source 

node as well as forwarding node. When a sensor node transmits its data to the upstream direction, 

then it is called a child node and its immediate upstream node is called its parent. Figure 2.8 

illustrates their proposed system. 

 

 

 

 

Figure 2.7: Priority Queuing Model 



JUiT School of Computing, Computer-Networking Stream 2016/2017 
 

Improving transport protocol for reliable data transfer in WSN Page 28 
 

 

 

 

 

 

 

 

 

 

As shown in Figure 2.8, the classifier is to classify heterogeneous traffic generated either by the 

same node or by incoming from different nodes. Based on the type of data, they are placed in the 

queue. The scheduler is defined as how many packets the scheduler schedules per unit time from 

the queues and forwards the packets to the MAC layer from which the packets are delivered to the 

next node (i.e., i+1) along the path towards the base station. The base station assigns the priorities 

for heterogeneous traffic that come from different application.  

The scheduler schedules the queues according to the priority assigned by base station, decides the 

service order of the data packets from the queues, and manages the queues according to their 

priorities. This ensures the data with higher priority to get higher service rate. In this proposed 

approach the authors’ uses route data has more priority than originating data.  

 

Figure 2.8: Queue management based on their application 
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The authors in [42] propose similar approaches by using a priority queue as illustrated in    Figure 

2.8. The approaches uses queuing discipline is First in First out (FIFO) principle where packets 

are processed according to their arrival time: a packet that arrives first will be processed first as 

soon as the processor is free. When a packet arrives at a node i, and thanks to its type of service 

field, node's i classifier allocates this packet to a virtual queue at level that is appropriate to the 

packet's class of traffic. The packets with higher priority are served first, the lower second, and so 

on, according to FIFO discipline, which is illustrated in Figure 2.9. 

 

 

 

 

 

According to the authors in [43,44] has similar approach as stated earlier which is designed for 

data queuing and transmission procedure using Beacon Advertisement-based Time Division 

Multi-Access (Beacon-ATMA) method. Their Proposed approaches are used for deployment of 

home automation applications.  

The protocol is capable of differentiating different traffic from heterogeneous sensors, which is 

essential to the data delivery requirements for targeted application. This protocol implements data 

prioritization in its queuing and scheduling algorithms. In this, Once data is generated from a 

sensor, it is encapsulated by the  wireless  node  housing   sensor  into  a  data frame  that containing 

information such as node ID, time of generation, and priority level  of the source sensor. The  data  

frame  is  then  inserted  into  the  transmit queue  of  the  node  according  to  decreasing  priority. 

If there should be any existing data on the queue that are of equal priority, then the data of the 

same level are ordered according to generation time and  any  data frames  that  are  of  lower  

priority  level  are  pushed further  down  the  queue. 

Figure 2.9: Priority queue 
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However, in delay sensitive application like target detection, health care monitoring, Tsunami 

monitoring, border surveillance, nuclear plant radiation monitoring, and forest fire monitoring the 

sensed critical data must be delivered as quickly  as well as reliably as possible. In order to handle 

these opening, the researcher also proposes a novel approach. In this approach, high priority data 

and low priority data are valuable for monitoring applications. Therefore, researcher assumed that, 

either the originating data or fresh sensed data and route data has equal value of importance but 

the packet that needs retransmission have higher priority. The reason behind this is that, as routed 

data that have already traversed some hop(s), their loss would cause more wastage of network 

resources than that of the originating (i.e., source). On  the  other  hand,  low  priority  data  may  

be delayed  or dropped during high traffic situations , it also is  possible  that  low priority  data  

may  be  forced  to  wait  for  extended periods,  and in extreme conditions, may never reach their  

destination  at  all.  
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2.6. Data Aggregation 

In wireless sensor network, sensor nodes are usually deployed in large or even huge number for 

continuous monitoring of specified application area. Because of the dense pattern of sensor 

deployment, neighboring sensor nodes may sense similar data on a specific phenomenon, which 

is referred to as spatial correlation. Since sensor nodes are run by battery power, it is critical to 

perform every operation in energy efficient manner. For this purpose, it is desirable for a sensor 

node to remove the redundancy in the data received from its neighboring nodes before transmitting 

the final data to the Base Station. Data aggregation is an effective technique for removing data 

redundancy and improving energy efficiency in WSNs.  

The basic idea is to combine the data received from different sources so that the redundancy in the 

data is minimized and the energy consumption for transmitting the data is reduced in the 

aggregation process [45]. There are different data aggregations techniques are available for energy 

efficiency for different network architecture. It can be Flat, Hierarchical, or Tree Based Network 

architecture. The data aggregations categorized under Flat network architecture are Directed 

Diffusion (DD) [46] and sensor protocol for data via negotiation (SPIN) [47]. In this network, each  

sensor  node  plays  the  same  role  and  is  equipped  with approximately  the  same  battery  

power. 

 In Hierarchical network, in which data aggregation data has to be done at special nodes, with the 

help of these special node it can reduce the number of data packet transmitted to the sink. 

Therefore, with this network architecture it improves the energy efficiency of the whole network. 

In this hierarchical data-aggregation, it can be Cluster-Based Networks data aggregation or Chain 

Based Networks Data Aggregation. For example, LEACH (Low Energy Adaptive Cluster 

Hierarchy) [48] and HEED (Hybrid Energy Efficient Distributed) [49] categorized under cluster 

based network. All regular sensors can sense and send their data packet to a cluster head (local 

aggregator). The cluster head aggregates data packet from all the regular sensors in its cluster and 

sends the concise digest to the base station. With the help of the local aggregator node, we save 

the energy of the sensors. In Chain Based Networks, Power Efficient Data Gathering Protocol for 

Sensor Information Systems (PEGASIS) [50] technique is used for data aggregation. In this 

network, each sensor sends data to the closer neighbor and all sensors are structured into a linear 

chain for data aggregation.  
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In Tree Based data aggregation technique, data is transferred from leaves node to sink node and 

parent nodes do aggregation process. For example, TAG (Tiny Aggregation) technique is used 

under this category that performs the data aggregation process with the help of queries process and 

provides service for aggregation in distributed, low-power, wireless environments [51]. Figure 

2.10, illustrates that data aggregation is the process of aggregating the sensor data using 

aggregation approaches. 

 

Figure 2.10: Architecture of data aggregation 

In our proposed solution, the author has recommended to use a hierarchal cluster based data 

aggregation algorithm, which is described under Chapter 3 in section 3.7. 
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Chapter Three:  

3. Proposed solution 

From the related work of literature review, it is understood that a number of research has been 

done in reliable data delivery protocol in transport layer for wireless sensor network. In this study 

the author have contribute to improve and evaluate reliable data transfer protocol based on hop-

by-hop loss detection and hybrid based loss recovery mechanism. Thus, the goal of this protocol 

is to provide high reliability of packet delivery from sensor to sink communication with low system 

overhead and network delay. In this chapter, the author presents design considerations in section 

3.1, Design scenario for proposed solution in section 3.2, proposed framework in section in 3.3. 

The Protocol used in our proposed approach, hop-by-hop loss detection and recovery scheme and 

overview of Automatic Repeat request in section 3.4.2, and proposed transport protocol approach 

and proposed queue management approach in section 3.5 and 3.6.  

3.1. Design Considerations: 

Wireless sensor networks should be designed with an eye to energy conservation, congestion 

control, and reliability in data dissemination, security, and management. These issues often involve 

in one or several layers of the hierarchical protocol. It also studied either separately in each layer 

or collaboratively in cross layers. For example, congestion control may involve only the transport 

layer, but energy conservation may be related to the physical, data link, network, and perhaps all 

other high layers. Generally, transport control protocols’ design includes two main functions: 

congestion control and reliability. In this thesis, the author is focusing on reliability, in which 

critical applications that need reliable transmission of each packet, and to provide packet-level 

reliability have considered. The following listed points are considered for proposed protocol: 

1. The protocol should be able to provide robustness to the network and be able to adapt to 

different scenarios, such as node failure and route changes. 

2. Fairness may be another consideration in the reliable data transport protocol design. In 

wireless sensor network, most of the data flows are transmitted from many sensor nodes 

that deployed in physical environment to a sink node. 
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 In such a multi-hop many-to-one, routing  structure  nodes  deployed  far  from  the  sink  

are  not  equal  in  message  delivery, which can often result in  unfairness. The packets 

deliveries of nodes far away from the sink have a higher possibility to get lost during 

transmission than packets from loser sink nodes. Such unfairness for different nodes can 

cause problems in some applications and   thus   may  need  to  be  considered  when  

designing  a  reliable  data transport protocol [29]. 

3. Energy Efficiency, a sensor node usually has limited energy. For this reason, it is most 

important to be considered here for designing a transport protocol to keep high-energy 

efficiency in order to prolong the network lifetime. In multi-hop network structure, the 

transport protocol should be minimizing the sensor energy consumption. In addition, it 

should try to avoid any packet drop unless necessary. This is because  data  packets  

normally  have  to  travel  many  hops  before  they  reach  their destinations. If a packet 

has dropped during the transmission, all the energy, and bandwidth that have already been 

spent on the packet in the previous hops are completely wasted. However, there are cases 

where packet dropping is inevitable. Since sensor nodes have limited storage space, when 

the buffer is full of data packets and a new packet arrives, a data packet earlier or old data 

in the transmission must be dropped. 

 In this study, the author assumed that the older data packet and newer data packet are given 

equal importance, except the missing packets that needs retransmissions are given higher 

priorities over the transmissions of newer packets. As a result, when retransmission occurs, 

data packets that are already stored in the transmission queue have to wait until 

retransmissions have to send and the acknowledged packet has to be dropped from the 

individual node.  
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3.2. Design scenario 

This section describes the scenario of proposed protocol, in which the applications that needs 

critical information sensed by sensor node to be delivered with minimal packet loss to receiver. 

For application like real-time monitoring, Safety applications, Health care monitoring, Battle filed 

monitoring that sensors nodes to be reliably delivers critical packets to its destination and all data 

collected from sensor have the same importance.  

For such applications single packet delivery is important when nodes send a critical piece of 

information to the sink node. Likewise, the neighboring sensor nodes may sense similar data on a 

specific phenomenon to be aggregated and transferred to base station. The proposed protocol is 

applicable in multi-hop network architecture, in which a sensor node transmits its sensed data 

toward the sink via one or more intermediate nodes, in order to maximize the packet delivery and 

reduce the energy consumption for communication. The data aggregation process takes place on 

intermediate node. 

The packet loss in wireless sensor network is usually due to the quality of the wireless channel, 

sensor failure, congestion and buffer overflow. To guarantee reliability, it is important to recover 

lost packets in order to transmit correct information and minimize energy consumption, recover 

lost segments; managing buffer of the node. Therefore, the author uses Hop-Hop loss recovery 

mechanism and hybrid-based (NACK and EACK) loss detection mechanisms. In addition, the 

author introduces a new queue management approach in order to minimize accumulated delay in 

multi-hop network at each hop. 
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3.3. The Proposed Network Framework  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1.: Proposed network framework for reliable data delivery 

This diagram shows the interactions between each major component in the network. Beginning 

with the network of sensors, information travels to the base station through the Tire 2 cluster head. 

The Tier 2 cluster head appoints a secondary cluster head (Tier 1) with in its cluster to acts as a 

backup manager and collects aggregated information from Tier 1 cluster head. In addition, has 

responsible for coordinating activates with in the cluster and forwarding information between 

secondary cluster head. Then sends its information to its base station. Notice that, Tire 2 and   Tier 

1 are known to their cluster members. Tire 1 has also responsible for coordinating activates with in the 

cluster, collects information from cluster members and forwarding information to Tire 2 cluster 

head. Tire 0 are all wireless sensor nodes that has a capable to collect or sense physical phenomena 

and has a responsible to transmit their sensed data directly to Tire 1 cluster head or if there are not 

cluster heads it directly sends to sink node.  

Once the data has been parsed by the base station, it is sent to the database. Finally, users are able 

to view the status of the sensor network by using an application that queries event information 

from the data storage.  
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Base Station:  

Our base station will be a computer connected to the Tire 2 cluster head, the node to which all 

other nodes will be programmed to send their packets. This base node will need to parse sensor 

data, and format the data for transmission into an appropriate storage medium. The communication 

between  base station computer and sensor networks is by using Ethernet 

communication. 

Data Storage: 

For effective implementation of the sensor network, they require a centralized storage mechanism 

allowing for multiple concurrent clients reading and modifying the system at a given time. This 

storage mechanism must be able to hold the readings of an arbitrarily large number of sensor nodes, 

effectively organizing it for efficient read and write access. 

User Interface: 

 Given that at this point, all of our information will be housed in a central medium, they  require 

an appropriate user interface to parse and display this data in a user-friendly manner. At the 

minimum, this interface needs to display the status of each node, along with a description of past 

node readings. Additionally, users should be able to specify their own names for nodes, forgoing 

the default behavior of identifying via unique node numbers. 

3.4. Transport Protocols used in our proposed approach 

The main purpose of transport layer protocol in wireless sensor network is to achieve reliable data 

transport and to perform flow control and congestion control with low energy consumption in order 

to extend the lifetime of a wireless sensor network. The transport protocol depends on the network 

scenario and the application where the node is deployed. In this, study the researcher selects the 

best transport protocol from the reliability scheme in wireless sensor network based on 

transmission direction, loss detection, recovery mechanisms, and energy consumption.   

There are some reliable transport layer protocols available for wireless sensor network as it is 

clearly described in section 2.5. Reliable Multi-Segment Transport (RMST) is well-known reliable 

transport protocol under upstream (sensor to sink) data transmission in wireless sensor network.  
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For the proposed approach any sensor node is deployed anywhere for application like health care 

monitoring, safety detection, battle filed monitoring etc. in which the sensed data from the sensor 

to be reliably transported to sink with minimal loss of packet. Reliable Multi-Segment Transport 

is considered as the main optimal since unlike other protocols does not consider energy efficiency. 

This protocol is designed for relatively long-lived data flows from source nodes to a sink node. 

This also uses NACK based hop-by-hop loss detection repair mechanisms by using timer-driven 

[12]. 

As RMST is highly improves the delivery of large blocks of data in multiple segments from a 

source node (cluster members) to a sink node, which is preferred for the proposed protocol. In 

RMST, uses cache mode and non-cache mode for detecting a missing segment in such a way that, 

all intermediate node and sink node maintain a cache that store all segments being sent. The authors 

in [52] present the overall process for reliable data transfer and congestion control at transport 

layer. Specifically, the authors in [12] are obviously present how the RMST protocol works. 

However, RMST protocol result in wasteful use of network resource like memory, CPU, wastage 

of energy, delay and overhead. Because in order to recover lost packets, intermediate nodes (Tire1 

and Tire 2) or sink node has to cache all the incoming packets, also lack congestion control and 

increases buffer size when sudden happening of events. it does not also consider single /last packet 

or all packets in the communication lost. The approach in this thesis is design to handle last/single 

packet and loss of all packets in the communication delivery problem by using hybrid method, 

which is EACK, and NACK method used to detect and repair packet loss for regular data packet. 

These methods are clearly described in section 3.4.2. 

In addition, these theses also solve buffer overflow when in some cases events suddenly happen 

after a long quiet time, a large amount of   data can be generated from Tire 0 cluster members and 

fill all the buffer space on intermediate nodes (Tier 1 and Tire 2) and also in sink nodes within a 

short period. To deal with the shortcomings of RMST, new queue management approach is 

introduced for reliable data transport protocol; the detail approach is described in section 3.6.  
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3.4.1. Hop-by-Hop Error Recovery 

As described in section 2.5, there are different protocols that use Hop-by-hop error recovery 

mechanisms such as RMST [12], RBC [13], PSFQ [16], PALER [17], and GAURDA [18]. Hop-

by-hop error recovery mechanisms have become a widely accepted recovery mechanism in sensor 

networks. The basic design idea of hop-by-hop  error  recovery  is  that  the  intermediate  nodes,  

rather  than  just  the  final  node, perform  loss  detection  and  recovery.  

To  be  specific,  the  whole  multi-hop  forwarding operation  is  divided  into  a  series  of  single-

hop  processes. By  ensuring  reliable transmission  between  every  two  neighbor  nodes  in  the  

transmission  path,  overall reliability  can  be  achieved.  

The biggest advantages of hop-by-hop loss recovery can occur quickly, and progress made in early 

hops. The short out coming of this mechanism is clearly described under [16]. 

3.4.2. Overview of Automatic Repeat Request Mechanism (ARQ)    

Automatic repeat request mechanisms (ARQ) are reliability technique used in hop-to-hop and end-

end retransmission based recovery mechanisms. ARQ mechanisms in wireless sensor networks 

make use of three different acknowledgement mechanisms to trigger the retransmission of a lost 

packet [41]:  

 Explicit acknowledgments: In mechanism, the receiver with a short notification message 

directly acknowledges every packet that have successfully received data packet. If a sender is 

not able to recognize the expected notification message, then the packet is retransmitted. This 

mechanism offers the highest reliability guarantee. It is used by protocols providing packet 

reliability on hop-to-hop as well as on end-to-end level. 

 Negative acknowledgments: Negative acknowledgment mechanisms use sequence numbers 

to detect packet loss. A node detects the failed transmission of the packet with sequence 

number n after having received the subsequent packet with sequence number n+1. Now, this 

node sends a negative acknowledgment to the sender to indicate the loss of packet n. During 

periods with low packet loss, this mechanism requires a lower amount of individual 

notification messages than explicit acknowledgments. Negative acknowledgments are used by 

protocols providing packet reliability on a hop-to-hop as well as an end-to-end level. 
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 Implicit acknowledgments: After transmitting the data packet, the sender overhears the 

channel to detect the forwarding of the same packet by the next node. This mechanism does 

not require any additional notification messages. Implicit acknowledgments show some 

drawbacks in wireless sensor networks. For example, overhearing of the forwarded packet 

requires additional energy and overhearing does not work on last hop. This mechanism is only 

used by protocols providing hop-to-hop reliability. 

3.4.3. Brief description of ACK and NACK  

ACK  is a reliability technique used in TCP/IP as well as wireless sensor network in which  control  

packet  is  sent  by  the  receiver,  if  it  has successfully  received  the  data  packet  from  the  

sender. Normally, ACK-based loss recovery schemes are timer-driven. That is, if the sender does 

not receive the ACK from the receiver within a predefined period, the sender will consider the data 

packet to be lost during the transmission and will resend the previous packet. 

 NACK-based loss recovery schemes work in a different way. If the receiver does not receive the 

data packet within a given time, it will send back a NACK packet to the sender to request 

retransmission. ACK-based approaches seem to be more reliable than NACK-based approaches 

since they verify the transmission of every single packet.  

However, ACK-based schemes suffer from two major drawbacks when used in sensor networks. 

The first problem is that, considering the limited bandwidth and energy of sensor nodes, the 

overhead of sending an ACK for every data packet may be unacceptable, especially when the size 

of each data packet is relatively small. The second problem is the well-known ACK implosion 

problem [16]. That is, when a node is broadcasting data packets in a dense network, the 

requirement of sending an ACK in response to the receipt of a packet for all the receivers may 

cause serious channel congestion and packet collisions. NACK-based is more effective than ACK-

based and can be a better option for sensor networks because it only generates an extra packet 

when data loss occurs. However, when designing a NACK based loss recovery scheme, several 

issues still need to be carefully considered. Similarly as  with  ACK-based  schemes,  there  is  a  

potential  NACK  implosion  problem. When the network connectivity is poor and the sender is 

broadcasting too many receivers, the sender can be flooded with NACK packets.  
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Retransmissions may lead to  more  serious congestion  in  the  network,  while  ignoring  errors  

can  reduce  overall  network  reliability. Another typical NACK problem is the loss of all data 

packets. In a NACK-based scheme, the receiver can detect and report packet loss only if it is aware 

of the incoming packet. Thus,  a  NACK-based  scheme  cannot  handle  the  unique  case  where  

all  packets  in  a communication are  lost.  

3.5. Proposed transport protocol approach    

In order to achieve the three-design consideration that state in section 3.1 and the problem stated 

in selected protocol that described in section 1.1. To solve these problems the researcher has 

proposed an improved protocol, which is named as EERMST (energy-efficient reliable multi-

segment transport protocol). Beside this, the novel method that uses hybrid (Explicit 

Acknowledgement and Negative acknowledgement) lost packet recovery mechanism is 

introduced. The Explicit Acknowledgment cheeks the last packet in the transmission is 

successfully delivered or not. If the packet is lost within predetermined period the sender 

retransmits the lost packet. These mechanisms to handle single or last packet lost problem and to 

solve all packet in the communication lost which provides highest reliability guarantee in addition 

to Negative acknowledgement. In addition, a novel new queue management approach is introduced 

to solve the accumulated delay at each hop and to limit the congestion due to sudden happening of 

an event. This queue management approach is by giving higher priority for retransmission packet 

rather than new incoming data or old data (routed data) in the queue. Thus, it improves the energy 

consumption, improves network performance, higher reliability guaranty, increase the network 

lifetime, and reduces congestion.  

In Figure 3.3 shows, the interaction of transport protocol with others layer. The flow of process is 

start from flow number one and finish at flow number six. The process is start from application 

layer and going down to transport layer. Transport layer is a layer that provides transport protocol 

that has a main function of reliable data transmission to ensure data will successfully 

receive at sink node. Next is network layer that provide route selection. With the best route 

selection, the data will be sending from source to destination. However, there may have a 

congestion during data transmission and transport protocol will play the role to solve this problem 

occur.   
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Thus, transport layer will interact with the MAC layer and do a process of congestion detection, 

congestion notification, and rate adjustment. After adjust the congestion rate, the data will go back 

to transport layer to ensure hop-to-hop reliability guarantee and achieve high reliability. 

 

 

 

 

 

 

 

 

 

 

 

The state diagram as illustrated in Figure 3.4, describes how proposed hop-hop reliable data 

delivery protocol works and the following steps shows how protocol proceeds.    

1. Sense and send physical phenomenon  

2. For new packets set EACK=NACK=0  

3. Intermediate nodes stores packet and process data aggregation  

4. On successful reception, sink (intermediate nodes) sends EACK=1, NACK=0 

towards in reverse direction to sender and the sender deletes packet from its buffer  

5. On unsuccessful reception, sink (intermediate) sends EACK=0, NACK=1 towards 

in reverse direction to sender with lost packet_id, sequence number. The sender 

resends the lost packet from its buffer. 
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Figure 3.2.:  The referenced reliable transport protocol architecture [52] 
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Congestion control  

Congestion  can  occur  in  wireless  sensor  networks  due  to  several  reasons: interference  

between  concurrent  data  transmissions,  the  addition  or  removal  of  sensor nodes in the 

network, or bursts of messages because of the occurrence of some events [38][39]. Congestion in 

the network can lead to two serious outcomes. As congestion spreads, buffer  drops  will increase  

quickly  and  become  the  dominant  reason  for  packet  loss. Significant delay can also be 

observed when congestion occurs. Another consequence of congestion is the growing expenditure 

of resources per packet. Fewer packets can be transmitted with the same amount of energy as 

before. Thus, alleviating congestion can be helpful in achieving reliable data delivery.  
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Figure 3.3.: State diagram for proposed protocol 
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In order to alleviate and handle congestion control different options are used option 1:  Dropping 

packets, Option 2: Control sending rate of individual node, Option 3: Control how many nodes are 

sending, Option 4: Aggregation. Thus, the author in this study introduces a queue management 

approach and uses the best data aggregation protocol. Likewise, the use of this queue theory is for 

handling congestion by dropping semantically less important packet. The mechanism to drop the 

packet has clearly stated in section 3.6. 

Congestion Detection 

Used to detect congestion in sensor networks based on the observation that congestion can result 

in excessive queuing and based on the number of times the channel is sensed busy, a utilization 

factor can be calculated to deduce the congestion level of the network. 

Congestion Notification 

When network congestion is detected, the congestion notification information  needs to  be  

conveyed  from  the  congested  nodes  to  their  neighbors  or  to  the  source  nodes  or destination  

nodes. 

Rate Adjustment: 

A  straightforward  way  of  alleviating  congestion  is  to  simply  stop  sending  packets into the 

network, or to send at a lower rate. The rate adjustment decision can be made by the congested 

nodes themselves, by a node outside the congested area (sink node), or by a predetermined policy. 

When a single CN bit is used to notify congestion, one option is for nodes  to  adjust  their  sending  

rate  according  to  an  additive  increase  multiplicative decrease (AIMD) scheme. 

Sender Operation 

The sender (sensor node) sends any sensed packet to receiver, before sending the packet, it first 

examines the existence of retransmission packet in the queue. If there is retransmission packet, 

sender chooses the packet into higher priority in order to retransmission first. If the packet is being 

transmitted for the first time, and the sender knows that it will be sending new packet to receiver 

until end of the last end packet and sends EACK for last packet and wait for EACK and NACK. 

In the latter case, the sender will not send any new data packet until it gets an EACK back for last 

packet. If NACK value=1, it resends the packet. 
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Receiver operation  

When a packet is received from the sender, the receiver accepts the packet and stores the packet 

in to his or her own cache. if the packet is successfully received, it acknowledges NACK=0 and 

EACK=1 value to back ward direction, on other hand, if  there is  one  or  more  missed packet, it 

acknowledges NACK=1 and EACK=0 with missed packet_id and sequence number. The packets 

that have acknowledge EACK=0 were dropped from the sender’s queue. 

Algorithm 2, Modified algorithm to improve reliable transfer of multiple messages by using 

hybrid EACK/NACK based loss detection and recovery. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notation:  

BS =base station; Seq_no= Sequence number =1; Buf=Buffer ;P=Parent; 

C=Children ;Node_Id=Node identification ;EACK=Implicit acknowledgement 

;NACK=Negative Acknowledgement; Initially EACK=NACK=0; 

      Up on sensing event /physical phenomena E:  

         Begin  

Create data message M= (seq_no, node_id, packet_id, Data) 

               Add a copy M to message buffer 

Do send message to parent node 

While packet_id is not equal to last data packet_id 

Sequence ++;  

Send message M; 

Packet_id ++; 

End while  

Send EACK for last data packet_id; 

End Do 
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Up on receiving message: 

IF M is successfully received;   

     Send (NACK=0) and (EACK=1) to reverse direction 

     Add a copy M to its own buffer 

 IF Node_Id is not equal to BASESTATION/Sink 

 Call ParentSelection ( ) to find a new parent Until Node_Id equal to base station; 

          Send M to next parent  

          Send EACK for last data packet_id; 

 End both IF 

Else  

    Look for copy of message in its buffer; 

       IF message is not found in the buffer; 

  Sends (EACK=0 and NACK=1) towards reverse direction with seq_no                      

and missed data packet_id; 

   Call LookForMesgInchild  (    )   //to find message M in childes buffer  

            End If 

End Else 

Procedure ParentSelection ( ) 

IF the current node_id is BS end parent selection 

     Else select next parent 

Loop   

End IF 

Procedure LookForMesgInchild (   ) 

      IF data packet_id AND seq_no found in its buffer  

 Resend the data packet 

Else,     select next Child  until found missed data packet 

End IF              
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3.6. Proposed queue Management approach 

From the section 2.5.2 of related work of literature review, it is assumed that several research has 

been done in recommending queue management in wireless sensor network for resource constraint 

nodes using various approach. To en-queue or de-queue the message based on some priority based 

mechanism. The goal of the presented work is to reliably deliver and transmit sensed data packets 

as quickly as possible from source to destination. A novel queue management approaches are 

designed for better scheduling retransmissions and it acts as congestion control mechanism. The 

scenario considered in this study is   that the originating (sensed data); routed data (which is placed 

in the queue) are equal importance except retransmitted packet in each hope which has given 

higher priority.  

En-queue Policies:  

The  individual  node  has  to  maintain  a  transmission  queue  structure,  whose responsibility is 

to temporarily store packets and manage the transmission. For every new data packet includes 

EACK /NACK bit and the sender set value to Zero. Then, the sender caches the entire packet, 

sends the packet to the receiver, and starts a retransmission timer. At the  same  time,  the  sender  

can  retransmit  any  missing  packet  in  parallel with the regular data packet transmitting process. 

When a source node receives a NACK with value one for a given packet, it locates the missing 

packet in its transmission queue if present and adds into header of the queue to transmit first 

otherwise go reverse direction until the missed packet found.  

De-queue Policy: 

In this section, describes how packet can be removed from the queue. Since any event  that can be 

sensed by  sensor  nodes  can  receive  and  generate  data  packets  constantly,  while  their storage 

capacity  is quite  limited due  to size, cost and power  limitations, an appropriate de-queue policy 

is necessary  in  order  to manage the buffer space more efficiently. In the proposed policy, packets 

are de-queued in the following scenarios: 

 If the transmission queue not reaches its maximum capacity and a new packet is received, 

the node adds the newer packet at the tail of the queue. Since  all  packets  in  the  queue  

move  in  the  sequence  from  tail  to  head.  
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 The ACK or NACK feedback packet has higher priority; received ACK/NACK Packet ID 

has read and compared with the IDs of packets in the transmission queue. Since the 

Packet_ID of ACK or NACK gives the latest in-order packet received by the node, which 

is responsible to retransmit packet first. The packet X with matching Packet_ID in previous 

hop has to retransmit the missed packet until received by receiver. The node has to drop 

(de-queue) all packets except the packet that needs retransmission.  

Algorithm 3, De-queue policy 
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Notation:  

Let Q be the output queue with capacity k; Let p′ be the new packet to insert; Let Pi be 

the existing packets in Q 

Begin 

  IF Q size is less than K then  

        Insert p′ to the tail of queue 

      Else  

IF P′ data type is feedback (NACK=1) Then 

      For each packet Pi in queue Q Do 

      Replace Feed Back (NACK) with Pi 

 Move replaced one to head of the Q 

 Send to next hope/Sink 

   End For 

    End If  

IF data type is feedback (ACK=0) Then 

                For each packet Pi in queue Q do 

                 Drop the packet  

                   End for 

   End If 

IF P’ data types routed (data in the Q) Then 

For each Pi in the Queue do 

Insert to head of the Queue 

Send to next hop (sink) 

End for 

End if  

IF P’ data types originating (sensed fresh data) Then 

For each Pi in the Queue do 

Insert to Tail of the Queue 

End for;  

End if;  

End If 
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3.7. Data aggregation in Hierarchical based networks  

In energy constrained sensor networks of large size, it is inefficient for sensors to transmit the data 

directly to the sink. In  such  scenarios, sensors  can  transmit  data  to  a  local  aggregator or  

cluster  head  which  aggregates  data  from  all the  sensors  in  its  cluster  and  transmits  the 

concise  digest  to  the  sink. This results in significant energy savings for the energy constrained 

sensors. Thus, the scenario that described in section 3.2 and the architecture presented in section 

3.3 shows cluster based network, in which different sensors nodes (cluster members) are grouped 

in to different cluster heads. The cluster  heads  can  communicate  with  the  sink directly  via  

long  range  transmissions  or  multi hopping through other cluster heads. In our study, the sensor 

nodes are deployed in predetermined region in which event detection applications applied. For 

future it is beneficial to use multi-hop communication among the nodes in the cluster members to 

reach the cluster head. We have recommended to use the most popular and attractive hierarchical 

protocol of LEACH [48] for data aggregation and clustering technique. In [53] also describes the 

modified LEACH approach in which clustering process, selection of cluster head process, and 

parent selection process takes place. Clustering is a process of dividing sensor nodes into groups 

on the basis of various parameters and selecting a group leader from each group. The groups are 

called clusters and group leaders are called cluster heads(CHs) of the cluster. The parameter for 

forming the cluster includes distance between cluster head and its member, intra cluster 

communication cost, residual energy of sensor nodes, location of nodes with respect to base station 

etc.  

In LEACH protocol the distributed sensor nodes organize themselves into clusters for data fusion. 

A  designated  node  (cluster  head) in  each  cluster  transmits  the  fused  data  from several  

sensors  in  its  cluster  to  the  sink. This reduces  the  amount  of  information  that  is transmitted  

to  the  sink. The data fusion is performed periodically at the cluster heads.  

LEACH is suited for applications, which involve constant monitoring and periodic data reporting.  
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There are two main phases involved in LEACH, setup phase, and steady state phase. The setup 

phase involves the organization of the network into clusters and the selection of cluster heads.  

The steady state phase involves data aggregation at the cluster heads and data transmission to the 

sink. In the set up phase, the clusters are organized and cluster heads selected based on the 

suggested percentage cluster head in the network and the number of times the node has been a 

cluster-head so far in each sensor category. This decision is made by each node n choosing a 

random number between 0 and 1. If the number is less than a threshold T (n), the node becomes a 

cluster-head for the current round. The threshold T (n) is set as follows: 

 

 

 

Where p is the desired cluster-head percentage in each sensor category which is given by the user, 

r is the current round and G is the set of nodes in each sensor category that have not been cluster-

heads in the last 
P

1  rounds. 

As a general LEACH is the most popular clustering algorithm and can be applicable in network 

layer for routing protocol in wireless sensor network. Therefore, this protocol is behind our scope. 
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Chapter Four: 

4. Prototype Implementation and performance Evaluation 

4.1. Experimental Environment Setup 

In our experiment the  proposed protocol  is  implemented  in the network embedded systems C 

(nesC) programming  language  and  the  TinyOS  operating  system [21]. nesC  is  a  component 

based  event-driven  programming  language  based  on  the  C  programming  language. TinyOS 

is an open source component-based operating environment written in nesC and is optimized and 

designed for embedded systems such as wireless sensor networks.  

TOSSIM is a discrete event simulator for TinyOS sensor networks and it is a short form of TinyOS 

simulator. In TinyOS, applications are being compiled for a mote. By  using  TOSSIM,  the  

application  can  be  compiled  into  its framework virtually on a PC which is allowing the user to 

test and analyze algorithms  in  a  controllable  environment.   

MicaZ wireless sensor motes are used for our experiments. Each MicaZ  mote  has  an  ATMEL  

7.37  MHz  ATMega128L,  low  power  8-bit micro-controller with 128 KB of program memory, 

512 KB measurement serial flash data memory, and 4 KB EEPROM. The MicaZ  mote uses 

Chipcon CC2420 radio, a single-chip IEEE  802.15.4  compliant  radio  frequency  transceiver  

operating  at  2.4  GHz,  and  is capable of transmitting at 250 kbps. 

4.2. Experimental Design 

In order to demonstrate the impact of different parameters to the performance of the proposed 

approach, all  of  the  experiments  in  this  study  are  conducted  by  varying  network topology 

,internal noise level as well as external. In experimental design, the protocol is runs on a network 

configured on notepad application with 5, 10, 15 number of sensor nodes and one sink node that 

is shown in Figure 4.1. Each of the sensor nodes is programmed to create data packets  and  send  

them  as  well  receive packet  from  its  upstream  neighbor,  to  its downstream neighbor. Each  

sensor node creates a new data packet every 1000 ms. The  detail  of  simulation  parameters  for  

the simulation scenario is shown in Table 4.1..  
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For better understand of this experimental design handshaking is involved between sink node and 

nodes.  
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First, the configuration message is emitted in a broadcast way, so that each mote 

within the Base Station reception range receives it. Then, the PC application iterates through 

all motes and requests setup synchronization, to which motes should answer with a setup 

acknowledgement. Until this acknowledgement is not received, the synchronization message is 

resent. After a successful configuration, a ’start’ message is injected into the network in a 

broadcast way which signals the start of the Data monitoring section.  

Simulation Parameters Values of Simulation 

Parameter 

Number of Sensor Nodes 5,10,15 

Number of Sink Nodes 1 

Sending Interval 1000 ms 

Message Size 2 Byte (default) 

Data rate 250 kbps 

Active Message Type 6 

Simulation runs TinyOS 2.1.x 

 

Table 4.1.: Summary of experimental parameters 

For experiments conducted in this thesis, there are 5, 10 MicaZ motes used and all sensor nodes 

are deployed in predetermined environment in health care. This designed topology is saved in a 

separate text file. To  get  this  file configuration  of  topology  in  the  simulation and the  radio 

connectivity graph can be scripted by python language by specifying  a network topology file. The 

application is created on notepad application and the created python script can loaded in to the 

simulation.  
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0  1  -40.0 

0  2  -40.0 

0  3  -40.0 

0  4  -40.0 
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3  0  -40.0 

4  0  -40.0 

 

The created topology is saved as topology.txt, topology1.txt file in the same folder in TOSSIM 

application, and the script will read such file. These are 8 lines of the topology.txt, which is shown 

in Figure 4.3. The node (mote) Zero which is sink node communicated with other motes one, two, 

etc and with a gain value 30 and 40 that means the signal strength between two nodes. 

0  1  -30.0 

0  2  -30.0 

0  3  -30.0 

0  4  -30.0 

1  0  -30.0 

2  0  -30.0 

3  0  -30.0 

4  0  -30.0 

 

Figure 4.3.: Network topology 

In this case, the units of node with single hop and one sink created in TOSSIM. As shown the 

topology in Figure 4.2 the value having 0 (zero) is sink node. When TOSSIM is started, no node 

can communicate with each other and the default radio model is based on signal-strength. TOSSIM 

simulates  RF  noise  and  interference  a  node  hears,  both  from  others  and outside sources 

which uses Closest Pattern Matching (CPM) algorithm. To configure CPM, a noise trace needed 

to be feed. This can be achieved by calling addNoiseTraceReading on a Mote object. The Author 

assumed, the motes are deployed in a very harsh environment or in a very noisy place and 

recommended to use the meyer-heavy.txt, which is the very noise trace file having 196604 lines. 

For a sample, the following Figure 4.4 shows 45 lines of noise file. 
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The following piece of codes is written down to give a node a noise model from a node trace file. 

The script code reads the whole 196604 lines. Likewise, this value indicated that the node have a 

huge amount of external noise or wave that affects the reliability to deliver their data.  

noise = open(“meyer-heavy.txt”, “r”) 

lines = noise.readlines() 

for line in lines: 

str = line.strip() 

if(str != “ ”): 

val = int(str) 

for i in range(1, num_node+1): 

t.getNode(i).addNoiseTraceReading(val) 
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Figure 4.4: Sample noise text file 
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4.3. Simulation process 

After the environment setting, setup set and defined as described in the section 4.1 and 4.2, 

conducting the simulation experiment using Virtual machine, which run Ubuntu 12.04 operating 

system and installing wireless sensor network application. The Figure 4.5 shows the simulation 

process of TOSSIM simulator. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5. : Simulation Process Flow 
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4.4. Reporting and Visualization: 

In this section, we describe the way in which the results of the simulation were visualized. In 

TinyOS 2.1.x, it only supports CLI (command line interface) and simulation result is visualized 

by command line interface. At this time, the implementation of proposed EERMST protocol is 

implemented on system application, which would sense temperature and developed health care 

monitoring application for monitoring the heart activities of the patient in hospital. As shown in 

the Figure 4.1 shows that nine sensor nodes are deployed for people who are positioning at 

intensive care room. At this room, ECG signals of every patient are measured. Notice that ECG 

(Electrocardiogram) is the process of recording the electrical activity of the heart over a period. 

The measured data are reliably transmitted to nursing room for remote monitoring. In addition, it 

connected to any networked device and database for further manipulation of data. There are 200 

samples of heartbeat data are used for each node and determined the rate of heartbeat. The 

determined heartbeat may be at high rate, normal rate and low rate based on estimated target heart 

rates for different ages [54]. The application detects the movement of heartbeat and provides 

feedback to help and maintain an optimal health status which is crucial for further treatment. The 

role of EERMST has implemented at the time of transportation of data over network. From the 

simulation, each Mote communicated with each other based on topology and has a set of radio 

range between them. If the radio strength between the motes is stronger than noise, data is delivered 

from source to destination. Otherwise, the packet is going to be lost or takes more time to deliver. 

In addition, in real environment there are many noises caused by interference or multipath effect. 

For example, waves can be reflected in building can be a noise have been included in the simulation 

result. From the result, all motes are powered on at the same time and the sink node enforces to 

start data monitoring session at the same time. There are 200 samples of data given for monitoring 

section for normal nodes (motes). The Figure 4.6 illustrates the sample of data and finally the 

motes respond the monitored data to sink node. The Figure 4.7 displays simulation result.   

 

 

 

 

https://en.wikipedia.org/wiki/Heart
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#define SAMPLE_DATA_SIZE 2400 

uint16_t DATA1[SAMPLE_DATA_SIZE]= {352, 202, 480, 565, 209, 857, 284, 225, 345, 115, 

885, 989, 475, 41, 468, 134, 81, 976, 923, 929, 440, 791, 470, 68, 320, 678, 476, 199, 193, 516, 

582, 752, 700, 531, 1930, 943, 213, 495, 898, 122, 67, 158, 209, 205, 567, 20, 108, 411, 716, 727, 

566, 51, 796, 730, 4, 1004, 504, 243, 148, 732, 714, 21, 362, 721, 12, 56, 978, 486, 696, 540, 403, 

90, 126, 82, 501, 919, 932, 320, 116, 128, 930, 191, 130, 40, 527, 457, 547, 160, 141, 764, 752, 

69, 473, 1694, 437, 123, 54, 1267, 288, 176, 551, 582, 66, 357, 199, 393, 321, 485, 122, 127, 401, 

550, 88, 703, 630, 81, 942, 285, 130, 792, 906, 541, 904, 693, 307, 179, 720, 182, 460, 345, 232, 

540, 34, 333, 185, 22, 874, 739, 229, 196, 15, 172, 1147, 187, 545, 642, 758, 350, 12, 632, 341, 

13, 23, 523, 668, 87, 468, 886, 147, 386, 193, 556, 734, 655, 85, 202, 824, 567, 116, 519, 873, 

1527, 950, 219, 256, 296, 85, 120, 312, 565, 892, 298, 556, 219, 362, 681, 732, 826, 433, 44, 128, 

143, 199, 15, 34, 541, 1001, 306, 137, 410, 120, 675, 622, 201, 89, 338, 171, 617, 106, 96, 349, 

1102, 574, 317, 467, 770, 126, 180, 1003, 163, 697, 51, 809, 150, 987, 291, 102, 181, 171, 291, 

257, 820, 621, 486, 333, 210, 8, 985, 300, 814, 699, 612, 230, 19, 120, 1026, 55, 1051, 64, 27, 

481, 20, 152, 279, 244, 155, 1326, 480, 1461, 221, 655, 91, 387, 182, 277, 95, 309, 795, 43, 428, 

214, 710, 659, 427, 168, 619, 866, 606, 0, 36, 597, 390, 230, 819, 609, 157, 452, 427, 781, 1056, 

16, 1277, 669, 565, 1, 46, 1629, 381, 1437, 1520, 52, 622, 270, 444, 562, 453, 294, 66, 541, 351, 

588, 86, 96, 660, 1392, 331, 833, 251, 425, 541, 665, 309, 90, 191, 198, 262, 609, 116, 1397, 751, 

412, 789, 166, 936, 14, 367, 1427, 746, 1636, 289, 916, 167, 108, 490, 179, 1033, 315, 215, 436, 

56, 577, 212, 514, 1183, 1218, 396, 68, 369, 74, 593, 307, 82, 969, 564, 514, 202, 153, 693, 186, 

57, 963, 126, 539, 62, 220, 593, 189, 229, 103, 679, 589, 629, 207, 281, 679, 1231, 616, 516, 574, 

210, 366, 204, 374, 672, 596, 138, 1113, 398, 77, 458, 157, 191, 907, 65, 82, 48, 24, 58, 861, 218, 

429, 830, 314, 554, 62, 109, 58, 207, 452, 26, 447, 974, 291, 273, 198, 508, 457, 399, 857, 309, 

872, 669, 38, 38, 182, 330, 170, 47, 165, 808, 67, 767, 728, 122, 253, 67, 103, 65, 783, 622, 145, 

357, 212, 236, 39, 456, 483, 433, 347, 536, 281, 39, 118, 800, 157, 174, 768, 334}; 

  

 

 

Note: 200 samples of data are used 

Figure 4.6: Sample data 
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The result shows that, from the given 200 samples of data for each sensor node determines the 

patient’s heartbeat rate (crises rate), normal movement rate (normal condition) and low rate (the 

person recommended to exercise) which delivers their result to sink node (nursing room). The 

protocol determines reliable delivery of the given data to sink node. In section 4.5 shows the 

evaluation metrics to analyses the protocol.   

4.5. Performance Evaluation Metrics 

Our main aim of the proposed protocol is to improve reliability in transport protocol and reduce 

overhead as well as latency by implementing a hop-by-hop loss recovery and hybrid based loss 

detection method. In the experiments, the following metrics are considered when analyzing the 

performance of the proposed protocol: 

4.5.1. End-to-End  Delay:  The  end-to-end  delay  is  measured  as  the  interval  between  

the generation of a data packet at its source and the reception of that packet at the sink. 

The end-to-end delay shows the average amount of time it takes for the network to 

deliver a data packet from a particular source node to the sink.  

End-to-End-Delay=


PairConnectionofnumberTotal

TimePacketSentTimeArivalPacket

____

____
                 (1) 

Figure 4.7: The screen shot of TOSSIM simulator (CLI) 
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4.5.2.   Link  Delay:  The  link  delay  measures  the  interval  from  when  a  packet  is created  

at  the  sender  to  the  time  it  is  received  at  the  next  hop  receiver.  

4.5.3. Delivery Ratio: 

It is defined as the ratio of the number of unique packets successfully received at the sink to 

the number of packets forwarded by the sources. This illustrates the level of delivered packet 

to the destination. Equation (2) shows the delivery ratio calculation. 

Delivery Ratio   =     



sendpacket  ofNumber 

 receivedpacket  ofNumber 
                    (2)  

4.5.4. Resend Rate: 

 As the name indicates, the resend rate is a measure of the frequency of 

retransmissions by a node. The resend rate for each sensor node is calculated as the 

number of resent data packets divided by the total number of data packets sent by the 

node. A higher resend rate indicates that more of the senders’ transmissions at the link 

are unsuccessful. Since retransmitting packets may cause higher waiting time in the 

transmission queue, the resend rate has significant impact on both the end-to-end 

delay and the link delay. 
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4.6. Result and Discussion: 

This section presents the detail analysis of the simulation using charts, based on the results 

generated from simulation. In this experiment, all sensor nodes turned on or started at equal time 

and have the same transmission off time. The sink node exerts for all other nodes in order to starts 

data monitoring session. The monitored data from nodes returned to sink node and the sink node 

cheeks the delivery of data, detects lost packet and perform recovery operations. Hop-by hop 

detection method and hybrid recovery method was applied for our approach.  

End-to-End Delay:  This metric is important to know how long time for each packet to reach from 

its source to destination. The proposed algorithm (EERMST) which is the combination of two loss 

recovery approaches compared with RMST_NACK based loss detection, and recovery 

mechanism. 

RMST_NACK and EERMST analysis result  

Table 4.2.: RMST_NACK and EERMST analysis with 30 gain value with in three rounds 

On the first round with gain value of 30 dBm 

 

 

 

 

 

 

 

No

de 

ID  

Node on 

time  

Node 0  

Broadcast 

received  

time  

Data 

monitoring 

section 

started by 

node 0 

Sending time  Receive 

time(RMST) 

Receive  

Time 

time((EERMST) 

1 0.0000000

10 

0.009429908 0:0:0.001953

145 

0:0:9.737304

707 

0:0:9.740493

775 

0:0:9.74456

7831 

2 0.0000000

10 

0.009429908 0:0:9.747070

332 

0:0:9.751419

062 

0:0:9.74717

7126 

3 0:0:0.0000

00010 

0.009429908 0:0:9.756835

957 

0:0:9.763412

457 

0:0:9.75749

2064 

4 0.0000000

10 

0.009429908 0:0:9.766601

582 

0:0:9.775573

698 

0:0:9.76850

8902   
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On 2nd round with gain value of 30 dBm analysis result   

 

 

 

On 3rd round with gain value of 30 dBm analysis result 

 

 

 

No

de 

ID  

Node on time  Node 0  

Broadcast 

time started 

Sending time  Receive time in 

(RMST) 

Receive Time in 

(EERMST) 

0 0:0:19.05761

7207  

0:0:19.54882

8145 

    

1 0:0:19.49804

6915 

0:0:19.55072

0223 

0:0:19.5078125

20  

0:0:19.51864619

7  

0:0:19.511672948  

2 0:0:19.49804

6915 

0:0:19.55072

0223 

0:0:19.5175781

45  

0:0:19.52615353  0:0:19.513671895 

3 0:0:19.49804

6915 

0:0:19.55072

0223 

0:0:19.5273437

70  

0:0:19.53279112

5   

0:0:19.523437520 

4 0:0:19.49804

6915  

0:0:19.55072

0223 

0:0:19.5371093

95   

0:0:19.54760738

0   

0:0:19.540267923 

No

de 

ID  

Node on time  Node 0  

Broadcast 

time started 

Sending time  Receive time 

(RMST) 

Receive Time 

(EERMST) 

0 0:0:19.05761

7207  

0:0:19.54882

8145 

  

1 0:0:19.49804

6915 

0:0:19.55072

0223 

0:0:29.2783203

3 

 

0:0:29.287521

33 

 

0:0:29.2735900

95 

2 0:0:19.49804

6915 

0:0:19.55072

0223 

0:0:29.2880859

5 

 

0:0:29.289840

71 

 

0:0:29.2854309

03  

3 0:0:19.49804

6915 

0:0:19.55072

0223 

0:0:29.2978515

8 

 

0:0:29.308563

19 

 

0:0:29.3008727

65 

4 0:0:19.49804

6915  

0:0:19.55072

0223 

0:0:29.3076172

1 

 

0:0:29.315719

58 

 

0:0:29.3110198

57 
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EERMST analysis result 

Table 4.3.: EERMST analysis with 50 gain value of three rounds 

Frist round with gain value of (50 dBm)   

 

 

 

 

 

 

 

 

 

Second round with gain value of 50 dBm 

 

 

 

 

 

 

 

 

 

 

 

 

No

de 

ID  

Node on time  Node 0  

Broadcast time 

started 

Sending time  Receive time Link delay 

0 0:0:0.000000

010 

0:0:0.001953145  

1 0:0:0.000000

010 

0:0:0.003662119 0:0:9.731445

332  

0:0:9.734786987  0.0033416

55 

2 0:0:0.000000

010 

0:0:0.003662119 0:0:9.741210

957  

0:0:9.750396694  0.0091857

37 

3 0:0:0.000000

010 

0:0:0.003662119 0:0:9.750976

582  

0:0:9.758270241  0.0072936

59 

4 0:0:0.000000

010 

0:0:0.003662119 0:0:9.760742

207  

0:0:9.763153082  0.0024108

75 

No

de 

ID  

Node on time  Node 0  

Broadcast time 

started /received  

Sending time  Receive time Link delay 

0 0:0:19.04296

8770  

 

1 0:0:19.48437

5040 

0:0:0.003662119 0:0:19.49414

064 

0:0:19.50233456

6 

0.00819392

6 

2 0:0:19.48437

5040 

0:0:0.003662119 0:0:19.50390

6270 

0:0:19.51081846

1 

0.00691219

1 

3 0:0:19.48437

5040 

0:0:0.003662119 0:0:19.51367

1895 

0:0:19.51986692

7 

0.00619503

2 

4 0:0:19.48437

5040 

0:0:0.003662119 0:0:19.52343

7520 

0:0:19.53082273

0 

0.00738521 
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Third round with gain value of 50 dBm   

 

 

 

 

 

 

 

 

 

 

In the ACK based approach, it is obvious that each data packet requires acknowledgement and the 

new data packet cannot be sent until the previous sent was acknowledged by receiver, this assures 

each packet delivery, however it has more delay than other does. In RMST_NACK protocol, only 

the lost data packet requires acknowledgment. The experiment tests the performance of proposed 

hybrid based approach (EERMST) and RMST_NACK approach with the same 50 and 100 ms 

timer in order to manage the expiry of time with the same gain value of -30.0, -40.0 and -50.0 dBm 

for four nodes.  The results show that, with the same 30 and 40 gain value the end-to-end delay of 

RMST_NACK is closer to 0:0: 0.0057716035 ms.   

The End to End delay result of new (EERMST) approach is closer to 0:0: 0.00248333625 ms. The 

RMST_NACK have more delay with the value 0:0: 0.00328826725 ms. 

No

de 

ID  

Node on time  Node 0  

Broadcast time 

started 

Sending 

time  

Receive time Link delay 

0 0:0:28.81640

6270    

  

  

1 0:0:29.25683

5977 

0:0:29.305740341  0:0:29.2666

01582 

0:0:29.27355954

9 
0.0069579

67 
2 0:0:29.25683

5977 

0:0:29.305740341 0:0:29.2763

67207 

0:0:29.28007507

1 

0.00370786

4 
3 0:0:29.25683

5977 

0:0:29.305740341 0:0:29.2861

32832 

0:0:29.29464718

7 

0.00851435

5 
4 0:0:29.25683

5977   

0:0:29.305740341 0:0:29.2958

98457 

0:0:29.29873657

5 

0.00283811

8 
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Figure 4.8: End-to-End delay between EERMST Vs RMST_NACK 

Resent Rate: The resent rate of EERMST and RMST_NACK is more or less comparable with 

internal noise of 30, 40 dBm. However, resend rate of RMST with 50 dBm have lost all packets 

and all packet needs retransmission. In EERMST approach shows that, each sensor node is started 

monitoring session twelve times roundly. From these rounds, only two nodes required resending 

the missing packet with 50 dBm and the other nodes delivers their packet effectively.  

Therefore, this shows that it performs best outstanding performance in 50 dBm and more. Notice 

that from these two approaches, the new data packet cannot be sent until the receiver acknowledged 

previous sent packet with in sending interval.  

Link Delay: This metric used to know how long time the packet to reach from source node to next 

hope. To evaluate the performance of our protocol, the experiment tested on fixed network size 

with varying the internal noise level having 30, 50, and more. The average delays to deliver a 

packet from source to next hop have computed and the results that obtained from the experiment 

clearly shown in Table 4.2 and Table 4.3. In the first three rounds of data monitoring section the 

result of link delay between hybrids based EERMST and RMST_NACK protocol shows that 

EERMST is less delay than RMST. In addition, the delay increase as noise level increase. As 

would be expected, more packet loss will happen when increasing noise and it will extend the 

delivery delay.   
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Delivery Ratio: As stated in chapter two, many applications need success especially in critical 

based events, which depends upon reliable delivery of events. Delivery ratio represents an 

important metric to estimate reliability. The packet delivery ratios for a network size of 5, 10, and 

15 nodes have demonstrated and it shows that similar delivery ratio result except with varying 

noise level. Each node has sent 200 numbers of data sent and the sink node can received from the 

sent packet as shown in Figure 4.11. The proposed EERMST achieves good packet delivery ratio 

in all scenarios with highest noise level than NACK based RMST protocol. They also have a best 

packet delivery ratio with light noise. 

 

 

 

 

 

 

 

 

Table 4.3: Number of packet sent, reached packet to sink, packet retransmitted, and its 

Packet Delivery ratio sensor nodes 

 

0

Packet 

sent 

Packet 

reached 

at sink 

node

Packet 

delivery 

ratio

Packet 

reached 

at sink 

node

Packet 

delivery 

ratio

Packet 

resent 

Node 1 Round 1 200 199 0.995 196 0.98 4

Round 2 200 197 0.985 193 0.965 4

Round 3 200 194 0.97 190 0.95 3

Node 2 Round 1 200 197 0.985 195 0.975 2

Round 2 200 197 0.985 198 0.99 4

Round 3 200 193 0.965 192 0.96 4

Node 3 Round 1 200 196 0.98 196 0.98 3

Round 2 200 198 0.99 189 0.945 1

Round 3 200 195 0.975 199 0.995 2

Node 4 Round 1 200 197 0.985 183 0.915 5

Round 2 200 198 0.99 195 0.975 0

Round 3 200 196 0.98 194 0.97 4

0

3

1

2

3

1

2

1

2

4

EERMST RMST 

Packet resent 

3

4
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4.7. Future Work   

As clearly described in section 2.6 and 2.7 of study the major functions of transport control 

protocols for wireless sensors networks are congestion control, guaranteeing of reliability and 

energy conservation. There are different existing protocols studied to achieve theses 

functionalities. The existing protocols focuses are only either congestion or reliability guarantee 

in uni-direction (upstream or downstream), and none of them settles congestion control and 

reliability simultaneously in both directions. Moreover, some protocols such as [33-36] only 

focusing on congestion control have decreased reliability. However, some applications in wireless 

sensor networks require both functions in both directions (upstream or downstream), for example, 

re-tasking needs for motes in critical time-sensitive monitoring applications, border surveillance 

monitoring applications. Therefore, an adaptive mechanism is required to support packet reliability 

and congestion control in both directions. 
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The developed queue algorithm was not implemented, for future it needs to be implementing the 

improved queue algorithm method and evaluation of this algorithm by congestion control 

protocols metrics. The additional line of improvement is regarding testing it on physical sensors 

to assess its practical significance. 

The last, but definitely not the least important section is where we disclose our benchmark results 

on pre-defined networks, which answer commonly asked questions concerning wireless 

communication in wireless sensor networks. Therefore, we do not believe that network design is 

generic enough. The routing aspect are not considered in our design since it was beyond the scope 

of this work. The design can be enhanced in such a way that routing of wireless sensor networks 

is taken into account.  

4.8. Conclusion  

This thesis studded the general overview of wireless sensor network, application areas, network 

structure, protocol stuck, operating system used for wireless sensor network. Specifically the thesis 

focuses on reliable data deliver issues in transport layer of protocol stack have been discussed. In 

addition, general issues in designing a reliable data transport protocol for wireless sensor networks 

have also discussed. The survey is conducted on existing data transport protocols focusing on 

reliability, congestion control protocols and general issues in designing a reliable data transport 

protocol for wireless sensor networks. The challenges for providing reliable data delivery are 

unique network topology, diverse applications, small message size, resource constraints, frequent 

node failure, and congestion. We identify the best approach for loss detection and recovery 

mechanism for reliable packet delivery. The hybrid based loss detection and recovery mechanism 

is designed to provide a solution to last or single packet delivery problem in hop-by-hop recovery 

mechanism and NACK loss detection approach. The novel approach is to introducing timer based 

Explicit ACK approach to the NACK approach to handle the problem.  
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In addition, a new queue management method is also introduced in order to alleviate and handle 

congestion control by using priority based queue method by dropping unwanted packet from the 

communication. Finally, new approach was tested, and evaluated with different metrics on Tinyos 

2.1.x, with Five, Ten and fifteen Micaz mote, meyer-heavy.txt full noisy file, in 50, 100 ms, and 

TOSSIM simulator on system application as well as developed healthcare application with 200 

sample of data.  

From the analysis result, The End to End delay result of new (EERMST) approach is closer to 0:0: 

0.00248333625 ms. and NACK based RMST is 0:0: 0.0057716035 ms. Therefore, RMST has 

more delay of 0:0: 0.00328826725 ms than EERMST. Generally, we conclude that the EERMST 

shows the best outstanding performance in terms of end to end delay, resent rate, packet delivery 

ratio and link delay with given network topology. 
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