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ABSTRACT 

Background:  Hypertension is a chronic disease that has a major health problem over the 

centuries due to its significant contribution to the global health burden. In developing countries, 

there is a rapid increase in hypertension prevalence, and in developed countries, the previous 

trend of an increase in hypertension prevalence is actually reversing. According to World health 

organization hypertension is the seventh leading cause of death in Ethiopia. Hypertension is also 

called high blood pressure, described by two numbers SBP and DBP. Hence, joint longitudinal 

model was used to address how the evolution of SBP is associated with the evolution of DBP.  

Objective: The main objective of this study is to investigate the joint evolution and association 

of systolic and diastolic blood pressure measurements of hypertensive patients and identify the 

potential risk factors affecting the two end points in Jimma University Specialized hospital. 

Methods: In this study secondary data was used from Jimma university specialized hospital in 

Hypertensive Outpatient Clinic. The study population consists of 354 hypertensive patients, 

measured repeatedly at least three times on each patient who are 18 years old or older those 

treated with antihypertensive drugs from September 2011 to July 2013 were used in this study. 

First, each of the outcomes is analyzed separately using linear mixed model. Then, a joint model 

is considered to study the joint evolution and identify the potential risk factors affecting the two 

end points.  

Results: On average both SBP and DBP measures slightly decrease a linear pattern over time.  In 

addition, the progression of both outcomes depends on patient‟s baseline socio-demographical 

characteristics. Fit statistics showed that the joint model resulted in better fit to the data than the 

separate models, implying a significant association among the two end points. Based on the joint 

model, sex, baseline age, and place of residence are the significant factor for the progression of 

blood pressure, but family history and all the interaction term except age by time, did not appear 

significant at 5% level of significance. 

Conclusion: The results of the separate and joint model analysis are consistent. When the joint 

model is compared with the separate model, the joint model fitted the data better than the 

separate model. The result from the joint model suggested a strong association between the 

evolutions and a slowly increasing evolution of the association between SBP and DBP. 

Key Words: Joint Modeling; Longitudinal Data Analysis; Linear Mixed Model; 
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CHAPTER ONE 

1. INTRODUCTION 

1.1. Background 

Hypertension is a chronic disease that has a major health problem over the centuries due to its 

significant contribution to the global health burden and its role as a prominent risk factor for the 

development of a number of disease processes. Its‟ progression is strongly associated with 

functional and structural cardiac and vascular abnormalities that damage the heart, kidneys, 

brain, vasculature, and other organs and lead to premature morbidity and death if not treated 

properly (Giles et al., 2005).  

Hypertension is also called high blood pressure described by two numbers: the systolic and the 

diastolic blood pressure. Systolic pressure is the maximum pressure in an artery at the moment 

when the heart is beating and pumping blood through the body. Diastolic pressure is the lowest 

pressure in an artery in the moments between beats when the heart is resting (O‟Brien et al., 

2001). A person is said to be experiencing high blood pressure if he/she has systolic blood 

pressure above 140 mmHg or diastolic blood pressure above 90 mmHg measured on both arms 

on three occasions over a few weeks. Reduced systolic and diastolic blood pressure measures on 

the patients were indicative of positive response to treatment (Benetos et al., 2001). 

Previous study shows that, diastolic blood pressure has been considered the best predictor of 

cardiovascular disease risk in people with hypertension. But this paradigm began to change about 

40 years ago when systolic blood pressure became the accepted predictor of risk (Zucker and 

Zerbe, 1995). Today, some researchers believe that a combination of measurements systolic and 

diastolic blood pressure paint a more complete picture of risk for a larger variety of patients. 

In developing countries, there is a rapid increase in hypertension prevalence, and in developed 

countries, the previous trend of an increase in hypertension prevalence is actually reversing (Das 

et al., 2005). The overall worldwide burden of hypertension in the year 2000 was estimated to be 

972 million, 26.4% of the adult world population, with 333 million or 34.26% in developed and 

639 million or 65.73% in developing countries (Hajjar et al., 2006). It has been estimated that by 

the year 2025, 1.56 billion will have hypertension, an increase of 60% from the year 2000.  
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There are few reports on the prevalence of hypertension in Ethiopia. According to the health and  

health-related  indicators  of  MOH  (2000–2001),  hypertension  was  the  seventh  leading cause 

of death in the country in 2001(WHO ,2004). The prevalence of hypertension amongst bank  

employees  in  Addis  Ababa  was  18%  with  13%  in  males  and  5%  in  females (Teklu, 

1983). A study on the hypertension prevalence and age-related changes in blood pressure in semi 

nomadic and  urban  Oromo‟s  showed  prevalence of  0.40%  in  the  semi-nomadic  and 3.15%  

in the urban  population (Pauletto et al., 1994).  

Antihypertensive is a class of drugs therapy that is used to treat hypertension (high blood 

pressure) (Safar et al., 2000).It seeks to prevent the complications of high blood pressure, such as 

stroke and myocardial infarction. Evidence suggests that reduction of the blood pressure by 5 

mmHg can decrease the risk of stroke by 34%, of ischemic heart disease by 21%, and reduce the 

likelihood of dementia, heart failure, and mortality from cardiovascular disease. 

The defining characteristic of a longitudinal study is that individuals are measured repeatedly 

through time. Longitudinal studies are in contrast to cross-sectional studies, in which a single 

outcome is measured for each individual. While it is often possible to address the same, scientific 

questions with a longitudinal or cross-sectional study (McCulloch et al., 2008).  Longitudinal 

studies have many advantages compared to cross-sectional designs, which study many 

observations at a given time.  Investigators gather longitudinal data in order to study change in a 

response variable over time as well as to relate these changes in explanatory variables over time. 

Longitudinal studies consider both the between-subject and within-subject time-related 

variations, and provide more efficient estimators than cross-sectional designs with the same 

number and patterns of observations (Laird and Ware, 1982). 

 Analyses of multiple observations measured on the same individual over time are different from 

observations measured on different people. Responses measured repeatedly on the same unit or 

individual are correlated because they contain a common contribution from that unit (Fieuws and 

Verbeke, 2005). Moreover, measurements on the same individual close in time tend to be more 

correlated than measures far apart in time. Therefore it is important to try and model the correct 

correlation structure and this will yield more precise estimators of interest (Laird and Ware, 

1982). 
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In addition, modeling the true correlation structure becomes significant in the presence of 

missing values and when the number of observations per subject is not large. There are two types 

of covariates in longitudinal studies in general. There are time invariant or baseline covariates 

(e.g. gender) and time varying covariates (e.g. weight). The linear mixed model has become the 

most commonly used tool for analyzing continuous repeated measures data from a sample of 

individuals in agriculture, biomedical, economical, and social applications(McCulloch et al.,  

2008). 

The approach that this study used to build a mixed model methodology allows the longitudinal 

examination of systolic and diastolic blood pressure over time. Mixed models provide a flexible 

and powerful tool for the analysis of data with complex covariance structure. A mixed model has 

two types of components, the systematic or fixed, or the mean model component and the random 

component (McCulloch et al., 2008). The fixed component is a sub-model representing the 

contribution by fixed effects and the random component represents the contribution by random 

effects. A fixed effect is an effect where all levels of the variable are contained in the data and 

the effect is universal to the entire target population (Der and Everitt, 2006).These unobserved 

effects are then included in the model as random variables, or equivalently called, random 

effects. A random effects model means that the levels of the factor variable in the data being 

modeled comprise a random sample of levels in the target population. 

Longitudinal studies are also comprise of a repeatedly response which consists of two or more 

elements are measured simultaneously on the same individual over time. For example, systolic 

blood pressure (SBP) and diastolic blood pressure (DBP) measures are collected simultaneously 

from a patient every time they visit the doctor‟s office. Together these measurements give the 

physician an indication of the health and functioning of an individual‟s circulatory system at a 

given time point, and longitudinal measures of SBP and DBP can alert the physician to changes 

in the health of an individual(Laird and Ware, 1982). Measures of SBP and DBP are highly 

related and changes in either often affect changes in the other. Separate analyses would not able 

to examine the correlation or association between the two outcomes. Therefore, it is more 

desirable to jointly modeling of two outcome variables together (Williams, 2001).  

In a joint longitudinal model, there are two types of correlations. Serial correlation and cross 

correlation. Serial correlation, is between observations at different time points within a subject 
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and the other, cross correlation is between  observations  on  different  response  variables  at  

each  time  point.  If different types of outcomes  are  measured  at  each  time  point,  the  

correlation  structure  is  more  complicated  and hence, more difficult for drawing 

inference(Olkin and Tate,1961; Molenberghs and Verbeke,2005)  

There are different general approaches for modeling joint longitudinal observations with 

differing outcome. However; none of these approaches answers the question of how the 

evolution of one response is related to the evolution of another response (Fieuws and Verbeke, 

2004). A flexible solution is to model the association between the different responses using 

random effects. In applied sciences, random effects models have become the preferred tool to 

analyze various types of longitudinal data. With these models, the average evolution of a specific 

response is described using some function of time, and subject-specific deviations from this 

average evolution are introduced by using so-called random effects In a joint-modeling approach 

using mixed models, random-effects are assumed for each response process and by imposing a 

joint multivariate distribution on the random effects; the different processes are associated. This 

approach has many advantages and is applicable in a wide variety of situations. Indeed, the 

approach allows joining models for responses of the same response type as well as models for 

responses of different types (Laird and Ware, 1982).  

Following  part  of  this  thesis  is  organized  as  follows:  The  statement  of the problem  and 

objectives  of  the  study  are  presented  next  in  this  Chapter.  Chapter 2 describes some 

literatures related to the associated factors for the progression of blood pressure and different 

joint modeling approaches. In Chapter 3, the data and the detail methods of data analyses are 

explained. Then,  basic  results  of  the  study  are  presented  in  Chapter 4  and  discussed  in  

Sub -Section 4.5. Finally, some concluding remarks and recommendation are provided in 

Chapter 5. 
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1.2.  Statement of the Problem 

Hypertension is one of the chronic diseases, which is a growing public health problem in both 

developed and developing countries .It is a potent risk factor for myocardial infarction, stroke, 

and heart failure, which are the leading causes of death and disability worldwide.   

Even though health professionals try to control blood pressure level, there are many questions 

which can be raised by everyone how the change is over time or does the change of systolic and 

diastolic blood pressure level has different pattern on different covariates and what are the 

factors that accelerate the blood pressure. 

In Ethiopia, to the best of knowledge, there are virtually no published literatures that documented 

on this area except the studies about determinates of systolic and diastolic blood pressure control 

in Ethiopia based on cross-sectional data. They used multiple linear regression and logistic 

regression to identify determinants factors that progress systolic and diastolic blood pressure 

overtime separately without considering the correlations within the two outcomes and subject 

specific random effects. 

In longitudinal data, with two outcomes there is also a correlation between them, in addition to 

the correlation due to repeated measures over time. But their separate modeling of the systolic 

and diastolic outcomes may not be appropriate, as the two are biologically correlated and 

mutually influential Joint modeling of the two responses, on the other hand, incorporates all 

information simultaneously and provides valid and efficient inferences (Fieuws and Verbeke, 

2004). And also the joint model is able to appropriately account for correlations within and 

between each outcome. For example, SBP and DBP are collected simultaneously from a patient 

every time .A great deal of interest then lies in how the evolution of SBP is related to the 

evolution of DBP, as well as how the association changes, or evolves, over time. Therefore, 

separate modeling would not able to examine the association or evolution of the two outcomes 

evolves over time, but joint modeling does. 

 In general, the motivation behind this study is to address the following major research questions: 

1. How the average progressions of SBP and DBP in hypertensive patients treated with 

antihypertensive drugs changes over time? 
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2. What is the relationship or associations of the evolution between SBP and DBP look like 

over time? 

3. What factors predict the evolution of Systolic and Diastolic blood pressures separately? 

4. What factors predict the joint evolution of Systolic and Diastolic blood pressure? 

1.3. Objectives of the Study 

1.3.1. General Objectives 

The main objective of this study is to investigate the joint evolution and association of systolic 

and diastolic blood pressure measurements of hypertensive patients and identify the potential 

risk factors affecting the two end points in Jimma University Specialized Hospital. 

1.3.2. Specific Objectives 

The specific objectives are to:  

 Explore the mean evolution of SBP and DBP of hypertensive patients over time. 

 Fit a separate mixed effect models for longitudinal systolic blood pressure and identifying 

the associated risk factor. 

 Fit a separate mixed effect models for longitudinal diastolic blood pressure and 

identifying the associated factor. 

 Fit a joint model for longitudinal systolic and diastolic blood pressure and identifying the 

associated factor for the progress of SBP and DBP jointly. 

 Compare and contrast findings of the separate and joint model. 
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1.4.  Significance of the Study 

The results of this study will be useful in the development of an effective care and patient 

monitoring system on chronic and/or non-communicable disease. Specifically:  

 It shades some light how systolic and diastolic blood pressure measurements are related 

with each other among hypertensive patients. 

 It helps to identify the potential risk factors influencing the separate as well as joint 

evolution of systolic and diastolic blood pressure measurements in hypertensive patients. 

This will in turn help the respective policy makers of the health sector in the effort to 

design an appropriate intervention strategy. 

 It can be used as a reference for those who want to apply separate and joint modeling 

techniques in two longitudinal continuous sequences. 

 It is used to compare the different groups of patients how they respond to the drug 

simultaneously; so that it serve as a base for further study for the question what brings 

this variation and others. 
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CHAPTER TWO 

2. LITERATURE REVIEW 

2.1.  Description of Hypertension 

Hypertension is usually defined by the presence of a chronic elevation of systemic arterial 

pressure above a certain threshold value. However, increasing evidence indicates that the 

cardiovascular risk associated with elevation of blood pressure above approximately 140⁄90 mm 

Hg increases in a log-linear fashion (Kannel, 1996). In the Seventh Report of the Joint National 

Committee on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure (JNC 7) 

a category of „„pre hypertension‟‟ was created using BP criteria of 120⁄80 mm Hg to 139⁄89 mm 

Hg. This category did not emphasize that some individuals with pre hypertension already had the 

disease, hypertension, while others did not. 

According to world health organization blood pressure can be categorized as optimal, normal, 

high normal and hypertensive. Optimal pressure is below 120/80 mmHg whereas normal is 

between 120/80 - 130/85 mmHg. High normal  is  considered  to  be  between  130/85-139/89  

mmHg  whereas  hypertensive  is  over 140/90  mmHg  on  repeated  measurement  and/or  

treatment  with  medication(WHO ,2004). 

2.2.  Factor Associated with the Progression of Blood Pressure and Related Study 

Oliveria et al., (2002) used a separate logistic regression models to examine the relationship 

between the baseline potential predictors and whether or not a participant was in target at the 12-

month clinic visit. Each model included the predictor, an indicator variable for the SBP target 

group, and a term capturing the interaction between the predictor and the SBP target group. They 

found that, among socio-demographic variable age, income, sex, education level, place of 

residence and caste were significantly related with hypertension. But, family history and marital 

status were not significant. 

Davarian et al., (2013)  used a linear mixed model in longitudinal study to describe hypertension 

prevalence rates with increasing age and to examine the link between socio demographic and 

behavioral factors (including age, gender, education, residence, smoking, and BMI) and 

measures of blood pressure and overall hypertension in the Japanese population aged ≥28years. 
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They obtained the following results: There was no significant difference in the prevalence of 

overall hypertension by age for men and women from ages 28-49 to 60+. Higher BMI and older 

age were linked to higher blood pressure and higher chance of having hypertension. More years 

of education and being female were associated with a lower likelihood of measured 

hypertension. Smoking, rural residence, and living alone were not significantly associated with 

the outcome measures.  

Holmes and John (2013) demonstrated that the progression of hypertension is associated with 

current smoking, alcohol, physical activity, body mass index, marital status, level of education 

and age. Smoking is a risk factor in hypertension as it results in the constriction of the blood 

vessels, increasing peripheral resistance, and hence elevating the blood pressure. Physical 

activity is known to lower blood pressure and to be protective against the development of 

hypertension. Exercise can reduce the obstacles to the flow of blood by increasing the elasticity 

of the arterial lumen, thus decreasing peripheral resistance. 

Chenglin et al., (2012) assessed the following variables: Age , BMI, Sex, Pulse rate , Alcohol, 

Previously diagnosed HTP, Smoking, Diabetes, Feeling stressed , Heart attack ,High cholesterol 

and Living alone in order to evaluate risk factors associated with blood pressure change over a 

period of time using linear mixed model to analyzing SBP and DBP individually and  jointly. 

They obtained the following results: according to joint analysis; age,  BMI, drinking  alcohol, 

previously diagnosed HTP, smoking and filling stressed were positively  associated with change 

in SBP, but  pulse rate, heart attack  and higher cholesterol level were negatively associated with 

change in SBP  and sex and living alone were insignificant for SBP.  Age, diabetes, heart attack, 

high cholesterol and living alone were negatively associated with change in DBP and all the rest 

variables except smoking, which is insignificant on the change of DBP, positively associated 

with the change in DBP. And also they conclude modeling SBP & DBP jointly has a better 

overall model fitting and produces a better estimate of correlation between SBP and DBP. 

Kondo et al., (2006) applied a general linear mixed model to demonstrate the usefulness of 

multilevel analysis to assess the association between aging and longitudinal blood pressure 

variations. They adopted both the general linear regression model and the general linear mixed 

model in statistical analyses where systolic and diastolic blood pressures (BP) were regressed by 

the observation period of one year, with the baseline body mass index, age, preference for salty 
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taste, daily alcohol consumption, smoking status, leisure time physical activity, and family 

history of hypertension treated as covariates. In the regression model, aging showed a significant 

relationship with the diastolic BP increase, but not with the systolic BP increase. In the mixed 

model, aging was found to be a significant predictor of the longitudinal rise in both systolic and 

diastolic BP. Random-effect analysis showed a significant inverse relationship between baseline 

BP and the slope of the regression line of longitudinal BP increase. These findings suggested that 

the effects of the regression to the mean could be separated at the upper level in the hierarchical 

model, thus resulting in improvement of the statistical power.  

Frederico et al., (2004) assessed the following variables: age, sex, race, urban life quality index, 

weight, height, and body mass index of hypertensive patients in order to evaluate risk factors 

associated with increased blood pressure in hypertensive patients using cros-sectional study. 

Analysis of variance was used for comparison of means and the chi-square was used for 

comparison of proportions. Variables associated with increased blood pressure were included in 

a multiple regression model. They obtained the following results: According to univariate 

analysis, increased systolic and diastolic blood pressures were associated with high urban life 

quality index, white race and high body mass index. On multivariate analysis, body mass index, 

urban life quality index and height remained associated with increased systolic blood pressure; 

urban life quality index and age were associated with increased diastolic blood pressure. 

Edwards and Fisher (2008) provided a linear mixed model example for a repeated blood pressure 

(BP) study. That showed strong association between repeated systolic and diastolic BP outcomes 

and a set of fixed effects.  Using the same data, they constructed a repeated dichotomous 

outcome (controlled or uncontrolled BP), fit a GLMM with the same fixed effects used for the 

linear mixed model. Using the JNC VII classification of BP, BP is considered  controlled  if  

systolic  BP  is  less  than  140  mmHg  and  diastolic  BP  is  less  than  90 mmHg.  they created  

a  binary  outcome  that  indicates  whether  a  person's  BP  was  controlled  or uncontrolled  at  

the  time  of  measurement.  Thus, for each subject, they have longitudinal binary data indicating 

controlled or uncontrolled. Then they fitted a GLMM with logit link and with random intercept 

and slope to this data to determine BP control over time. 
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Tomeckova and Stanovska (2002), in Czech Republic, were assessed the control of hypertension 

and survival analysis of the hypertensive patients in STULONG - longitudinal study of risk 

factors of atherosclerosis. The result show; The average values of blood pressure in hypertensive 

patients at the entry to the study were 149.35 and 95.98 mm Hg, systolic and diastolic BP 

respectively (n=289). The percentage of hypertensive patients was rising within the study (34.3 

%, n=289, at the entry and 57.1 %, n=160, in the 20th year). The percentage of hypertensive 

patients on the medication was rising too (22.5 % at the entry and 76.2 % in the 20th year). In 

spite of aging, the average values of BP in hypertensive patients at the end of the study was 

lower (142.7 and 85.7 mm Hg, systolic and diastolic BP respectively) compared to the entry. 

Control of hypertension was dependant on the number of the visit in the whole study – better 

control was in hypertensive patients with more than twelve visits during the whole study 

compared to the group of patients with less than 12 visits. 

In the study done by Mancia et al., (1999), in Tiruvallur district, South India, the following 

results were obtained. Using multivariate analysis, the variables  considered  were  sex,  age,  

category,  education,  occupation,  body  weight  at initiation of treatment  less than 35 kg, family 

history, smoking and drinking habits, type of drugs providers, whether patient took treatment 

under supervision in intensive phase and continuation phase. Age greater than 45 years, previous 

history of treatment,  alcoholism  and  body  weight  at  initiation  of  treatment  less  than  35  kg  

were found to be risk factors for the progress of blood pressure during the treatment period. The 

other factors, namely sex, category, education, occupation and smoking, were not found to be 

significant for risk factor for the progression of blood pressure. 

 

Another study that was done by Salehmohamed and Suheil (2007), in  Mombasa, Kenya showed 

that  prevalence of Hypertension in the population found to be 6.7%, increase in age and 

smoking were found to be a predisposing risk factor for hypertension. Smokers had significant 

risk ratio of 4 in acquiring hypertension. It was also noted that Chewing of Miraa, previous 

family history, living area and drinking alcohol had no significant association as a risk 

predisposing to progress hypertension. Occupation was not significantly associated with 

hypertension. The study unveiled that physical exercise had protective effect by decreasing the 

risk of having hypertension. High Body Mass index (BMI) and Weight to Hip ration (WHR) was 

a predisposing risk factor for having hypertension. 
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According to Akilew and Tadesse (2012) study in Gondar, Ethiopia, in a cross-sectional study 

they fitted multiple logistic regressions and Odds ratios with 95% confidence intervals were 

calculated to identify associated factors. The following results were obtained. Age≥55 years, 

obesity, family history of hypertension, geographical difference, physical inactivity and self 

reported diabetes were associated with hypertension. Hence, they recommend the design and 

implementation of community based screening programs. 

 

A study  done by Kalkidan and Misra (2009) in Jimma, Ethiopia on  healthy adult  volunteers  

provided  evidence  that  khat  chewing  induced  a significant  rise  of  arterial  systolic  and  

diastolic  blood  pressure  and  pulse  rate  in  comparison  with  the baseline values. The peak 

effect on the arterial blood pressure and pulse rate was reached 3 hours after starting to chew, 

followed  by  a  decline  1  hour  after  spitting  the  leaves  corresponding  with  changes  in 

plasma Cathinone levels an active ingredient of chat. 

2.3.   Antihypertensive Drugs 

Howard et al., (2006) proposed that the inadequate control and treatment of hypertension is 

believed to be the cause of 33% of all cases of stroke. To date researchers do not have a 

definitive answer for the cause of hypertension but there are factors that are known to elevate 

pressure, including body mass, age, diet, and family history. The identification, control, or 

removal of a specific causative factor is imperative for the millions of individuals with 

hypertension. 

Cohen (1981) expressed whether the lowering of blood pressure by antihypertensive drugs might 

also increase the risk of cardiovascular events and mortality. The degree of reduction in risk for 

cardiovascular events conveyed by reduction in blood pressure may be related both to the 

mechanisms behind the pressure lowering and to the adverse effects of the various class of drugs. 

Whether antihypertensive treatment is effective in reducing the risks of hypertension many 

studies have been carried out to explore the association between high blood pressure and 

antihypertensive drug use, and the results have varied widely. 
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2.4.  Longitudinal Data Analysis 

Longitudinal data are a series of measurements of the same event taken from the same individual 

repeatedly over time. The most unique characteristic of longitudinal data is the ability to directly 

study change. The primary goal of most longitudinal studies is to characterize the change in 

response over time and the factors that influence this change ( Molenberghs  and Verbeke, 2008).  

2.4.1. Theory of the Linear Mixed Model 

Many longitudinal studies are designed to investigate change over time in a characteristic which 

is measured repeatedly for each patient (Laird and Ware, 1982). Analyses of multiple 

observations measured on the same individual over time are different from observations 

measured on different people. Investigators gather repeated measures or longitudinal data in 

order to study change in a response variable over time as well as to relate these changes in 

explanatory variables over time (McCulloch et al., 2008). 

In addition, modeling the true correlation structure becomes significant in the presence of 

missing value and when the number of observations per subject is not large. There are two types 

of covariates in longitudinal studies in general. There are time invariant or baseline covariates 

(e.g. gender) and time varying covariates (e.g. weight). The Linear Mixed Model (LMM) has 

become the most commonly used tool for analyzing continuous repeated measures data from a 

sample of individuals in agriculture, biomedical, economical, and social applications. Thus the 

term `individual' will have different interpretation or meaning for different areas of application. 

A special case of a linear mixed model is when there are no fixed effects leading to what is 

called a random effects model (McCulloch et al., 2008).For example the units may be patients in 

a longitudinal study where a measurement of biological laboratory markers such as SBP and 

DBP measures is taken at every month visits. Thus the patient is measured repeatedly giving rise 

to a cluster of observations from each patient. 

The linear mixed-effects model fits the mean response as a combination of population 

characteristics (fixed-effects) assumed to be shared by all individuals and subject-specific effects 

(random-effects) that are unique to a particular individual (Nonhlanhla, 2009). By including 

random-effects in the model, linear mixed-effects models are able to explicitly distinguish 

between within-subject and between-subject sources of variation. With a linear mixed-effects 
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model it is not only possible to estimate parameters that describe how the mean responses change 

over time, but it is also possible to predict how an individual‟s response trajectories change over 

time. Mixed-effects models are highly attractive due to their ability to handle missing and 

unbalanced data reasonably well. 

2.4.2. Joint Modeling Approaches  

Joint modeling of multivariate outcomes in longitudinal data analysis has been given great deal 

of attention in the past decades in many studies on a longitudinal outcome during follow-up time. 

Several approaches for the joint modeling have been proposed by various researchers. 

John (2007), in Virginia Common wealth University, used Fels Longitudinal Study data to 

illustrate both separate and joint mixed-effects modeling strategies. Specifically, jointly modeled 

longitudinal measures of systolic (SBP) and diastolic (DBP) blood pressure during childhood 

(ages two to eighteen) were compared between participants who were diagnosed with at least 

three of the metabolic syndrome risk factors in adulthood (ages thirty to fifty-five) and those who 

were never diagnosed with any risk factors. On his analysis, he demonstrated the joint model is 

able to not only answer the same questions addressed as the separate model; it is also able to 

answer additional important questions about the association in the evolutions of the responses as 

well as the evolution of the associations. Furthermore, the additional information gained by 

incorporating information about the correlations between the responses was able to reduce the 

variability (standard errors) in both the fixed-effects estimates (e.g. differences in groups, effects 

of covariates) as well as the random-effects estimates 

Fieuws and Verbeke (2004) used a joint random-effects model to evaluate hearing performance 

at two different frequencies measured repeatedly over time on subjects. The authors specified a 

bivariate longitudinal model for continuous responses with correlated random intercepts and 

slopes. Error terms were assumed to be independent conditional on the correlated random 

effects. The results indicated a discrepancy between the observed data and relations implied by 

the joint model. However, relaxing the conditional independence assumption by allowing the 

error terms to be correlated, improved model fit and revealed that the discrepancy was due to 

inappropriate modeling of the error covariance structure. 
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Bowman and Manatunga (2005) made inferences about the joint process and discussed the 

prediction aspect, which is an important part of data application. In their thesis they presented a 

joint model for a continuous response and an associated event risk that is both conceptually and 

computationally.  The joint  model  consists  of  two  components: observed  HDS  scores  and  

computed  withdrawal  profiles.  They  also  presented  a  mean estimator  for  both  components  

of  this  joint  process  and  estimate  covariance  parameters, including  covariance between  the  

two  components. Their model provides inferences about the effect of treatment on serial 

measures of the joint process and a framework to predict levels of depression from updated 

patient histories 

 Thiebaut et al., (2002) used a random-effect bivariate model with correlated stochastic process 

to investigate the relationship between CD4 and beta-2-microglobulin, two important 

immunologic measurements in HIV/AIDS research. Another example of joint random-effect 

models used in psychometric studies is the work by MacCallum et al., (1997). These authors 

used a multivariate three-level model specified in a fully Bayesian way to study the relationship 

between accuracy (binary measurement) and speed of test takers (continuous measurement) on 

response items clustered within subjects who were nested within groups 

Chakraborty et al., (2003) obtained estimates of the correlation between blood and semen HIV-1 

RNA by using a joint random-effects model. Other examples with longitudinal studies can be 

found in reference (MacCallum  et al., 1997). All of these examples refer to situations where the 

number of different outcomes is relatively low. Although the model formulation can be done 

irrespective of the number of outcomes to be modeled jointly, standard fitting procedures, such 

as maximum likelihood estimation, is only feasible when the dimension is sufficiently low or if 

one is willing to make a priori strong assumptions about the association between the various 

outcomes. Williams (2001) used this approach to model simultaneously growth curves for 

systolic and diastolic blood pressure, height and BMI. However, such a modeling strategy is 

restricted to the combination of outcomes of the same type. 
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CHAPTER THREE 

3. METHODOLOGY 

3.1.  Data Source and Its Description 

In this study the latest data from retrospective cohort follow up of all hypertensive patients 

whose age is 18 and above years and, who have followed at least three visits from September 

2011 to July 2013 in Jimma University Specialized Hospital were used. Jimma university 

specialized hospital is located in south west of Ethiopia in Jimma town. It serves  as  a  teaching  

and  referral  center  for  the  Jimma  area  community and adjacent zones. This data was 

extracted from the follow up patients chart. This chart was recorded by assigning an 

identification number per individual and contains epidemiological, laboratory and clinical 

information of all hypertensive patients.  

The  data  consists  of  354 individuals  with  a minimum  of  three  and  maximum  of  thirteen 

SBP, DBP and other covariates were measured  per  individual of adult hypertensive patients.  

Patents‟ follow up time was  one, two or  three months gab according to the order of the doctor  

and the data were recorded on patients‟ medical follow up card by assigning an identification 

number per individual by health workers in the chronic follow up clinic, which helps to find the 

patients profile easily during his/her next visit time. 

3.2.  Variables  

3.2.1. Dependent Variables 

Two outcome variables were considered in this study; systolic and diastolic blood pressure for 

each individual measured at least three times.  

3.2.2. Covariates 

Five covariates were used for either the separate or joint analyses. Two of these covariates are 

continuous while three of them are categorical covariates. These covariates are described 

together with their values or codes in Table 1. 

 

 



 
 

17 
 

Table 1: Covariates used in the Separate and Joint Analysis of SBP and DBP outcomes 

No.      Name                 Definitions                                                   Values/Codes 

1.        Sex          Sex of hypertensive patients                                  0=Female,1=Male 

2.        Pr             Place of residence                                                 0=Urban,  1=rural  

3.        Fh            Family history of hypertensive patients                 0=No, 1=Yes 

4.        Age          Age of patients at the start of anti-hypertensive     In year 

                             drugs  

5.       Time         Observed or Follow up time                                   In month  

 

Baseline age and time of the patients are continuous covariates. Gender of the patient‟s measure 

as categorical covariates with two levels: Male and Female. Place of resident is also another 

categorical covariate with two categories: Urban and Rural to examine whether there is a 

geographical effect on the elevation of hypertension or not. Finally family history was measured 

as a categorical variable to provide clear evidence of the pattern or evolution of certain diseases 

in a family (previously diagnosed HTP).  

3.3. Statistical Methods of Data Analysis  

3.3.1. Longitudinal Data Analysis 

Longitudinal  responses  may  arise  in  two  common  situations;  one  is  when  the 

measurements  taken  on  the  same  subject  at  different  times  and  the  other  is  when  the 

measurements taken on related subjects (clusters). In both of these cases, the responses are likely 

to be correlated (Laird and Ware, 1982). The term repeated measures is used to describe both the 

longitudinal and clustered data. One of the major objectives of statistical analysis is to address 

variations in the data. For longitudinal data, there are two sources of variations:  within-subject 

variation; the variation in the measurements within each subject, and between-subject variation; 

the variation in the data between different subjects. Modeling within-subject variation allows 

studying changes over time, while modeling between-subject variation allows understanding 

differences between subjects. 
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3.3.1.1.  Exploratory Data Analysis 

The first step in any model building process is exploratory data analysis.  Data exploration is a 

very helpful tool in the selection of appropriate models to visualize the patterns of data relative to 

research interests. Analyses of longitudinal data compare  profiles  over  time  and,  indeed,  time  

might  be  viewed  as  the  primary  systematic  effect  to  be  investigated. The aim of this 

process is to understand the data structure and determine the relevant modeling approaches 

suitable for it. Thus, this study assessed the nature of the data by exploring individual profiles, 

and the average evolution. 

3.3.1.1.1. Exploring the Individual Profile 

To explore  the individual profile,  plot of the response with time  is  used  to  show  whether  

there  is  a  noticeable  pattern  common  to  most  subjects.  These individual profiles can also 

provide some information on within and between subject variability. Plotting observed profiles 

over  time  helps to identify general  trends within  subjects and may detect  change  over  time  

that  provides  information  about  the  variability  at  given  times.  

3.3.1.1.2. Exploring the Mean Structure 

Examining the data for clues about the likely nature of the mean structure, to see how the mean 

profile changes over time, is essential for specifying the functional form of the mean response of 

the model. So as to understand the possible relationships among means over time, for balanced 

data, graphical inspection can be used by connecting the average values computed at each time 

point separately. If the data is not balanced and unequally spaced interval loess smoothing can be 

used instead. In this study the data is unbalanced and also unequally spaced interval loess 

smoothing technique is used instead of mean structure over time.  This will give idea as to how 

the mean profile evolves over time. The results of this exploration will be useful in order to 

choose a fixed-effects structure for the linear mixed model.  

3.3.1.2.  Linear Mixed Effect Model 

Three classes of models are commonly used for analysis of longitudinal data; mixed effects 

model (or random effects model), marginal models (generalized estimating equations (GEE) 
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models) and transition models.  Mixed-effects models provide a flexible and widely used model 

for the analysis of continuous longitudinal data introduced  to  incorporate or model the  

between-subjects  variation  and within  subject  correlation  in  the  data. And it has been a 

popular method to handle both balanced and unbalanced scenarios, and allows the inclusion of 

covariates. In marginal models, the mean structure and the correlation (covariance) structure are 

modeled separately without distribution assumptions for the data while in the transitional 

models, the within subject correlation is modeled via Markov structures. 

In mixed-effects models, response variables are assumed to be a function of fixed effect, non-

observable random effect, and error term (Laird and Ware, 1982). When both the fixed and the 

random effects contribute linearly to the response, the model is called linear mixed-effects 

model. This model is described by Laird and Ware (1982) can be written as: 

                                𝑌𝑖= 𝑍𝑖(𝐾𝑖β + 𝑏𝑖) + ε𝑖   = 𝑍𝑖𝐾𝑖β + 𝑍𝑖𝑏𝑖  + ε𝑖                                                                 

               Where         𝑍𝑖𝐾𝑖  =Xi    and the final model becomes 

                                   𝑌𝑖  = 𝑋𝑖β + 𝑍𝑖𝑏𝑖  + ε𝑖                                                                                      (1)                                                                                                                                          

                              Where 

 𝑌𝑖   is the N×1 response vector for i
th 

subject: 𝑌𝑖  = (𝑌𝑖1, 𝑌𝑖2,….. 𝑌𝑖𝑁 ) 

  𝑍𝑖   is a N × q matrix of known covariates 

  𝑋𝑖  is a N× p design matrix for the fixed effects 

 β is a p×1 dimensional vector of subject specific regression coefficients 

 bi is q×1 dimensional vector of unknown random effects 

 𝜀𝑖   is N×1 error vector εi ~N(0, Σ𝑖), often  Σ𝑖    = 𝜎2Ini 

  bi ~ N (0, G)     i.e:-  bi has a q-variate normal density with mean vector 0 and a variance-

covariance matrix G               

In this model, 𝑋𝑖β is the mean response and Z𝑖b𝑖  incorporates the random effects part. The Z𝑖b𝑖  

can viewed as the true individual  level of  SBP or DBP trajectories  after  they  have  been  

adjusted  for  the  overall  mean trajectory and other fixed effects. The assumption var(εi)=𝜎𝜀
2I 

can be relaxed by allowing to model non-constant variance or special within group correlation 
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structures. The random effects, bi, and  the  with  group  errors, εi ,  are  assumed  to  be  

independent  for  different groups and to be independent of each other for the  same group. The 

columns of Z1i are usually a subset of the columns of X1i.  

                           And   Var(𝑌𝑖)= Var(Z𝑖b𝑖) +Var(εi )= ZiGZi׳+ Σ𝑖       

In general, in mixed effects models, random effects bi is introduced for each subject to 

incorporate the correlation between the repeated measurements within subject. Since each 

subject shares the same random effects, the measurements within subject are correlated. 

Moreover the random effects facilitate subject specific inference.  A mixed effects model 

specifically incorporates both sources of variations: it uses random effects or subject effects  to  

represent  deviations  of  subject  longitudinal  trajectories  from  the  population  average.  

Thus,  a  mixed  effects  model  allows  subject  specific inference,  in  addition  to  standard 

population average inference. 

Assumptions of Linear Mixed Effects Model: Before making inferences about a fitted mixed-

effects model, we should check whether the underlying distributional assumptions appear valid 

for the data or not. There are two basic distributional assumptions for the linear mixed effects 

model. 

i. 𝜀𝑖  ~  N (0, 𝜎2𝐼𝑛𝑗 ) 

The within-group errors are independent and identically normally distributed, with mean zero 

and variance , and they are independent of the random effects. 

ii. 𝑏𝑖  ~ N(0,G) 

The random effects are normally distributed, with mean zero and covariance matrix G (Not 

depending on the group) and are independent for different groups. The most useful of methods 

for assessing the validity of these assumptions were based on Q-Q plots of the random effects. 

 

niI2



 
 

21 
 

3.3.1.2.1. Estimation of Fixed Effects  

Both the maximum likelihood (ML) and restricted maximum likelihood (REML) were used for 

estimation of the parameters in this study. The maximum likelihood estimation method finds the 

parameter estimates that are most likely to occur given the data. The parameter estimates are 

derived by maximizing the  likelihood  function,  which  is  a  mathematical  expression  that  

describes  the  joint probability of obtaining the data expressed as a function of the parameter 

estimates (Verbeke et al., 1998). 

3.3.1.2.1.1.  Maximum Likelihood Estimation  

Suppose a random sample of N observations is obtained from a linear mixed effect model as 

defined above, then the likelihood of the model parameters, given the vector of N observations, 

is defined as: 

          L=l(β, θ, 𝑌𝑖)=  2𝜋−1/2|𝑉|−
1

2 exp(−
1

2
 𝑌𝑖 − 𝑋𝑖β 

′𝑉−1(𝑌𝑖 − 𝑋𝑖β)) 𝑁
𝑖=1  

Where: - β is a vector of fixed-effects parameters and θ is a vector containing the variance 

parameters. Given its simplicity in comparison to the likelihood function, the log of the 

likelihood function is generally used in practice. Its maximum value coincides with that of the 

likelihood function. The log-likelihood of the model parameters, is defined as 

           Log L=l(β, θ, 𝑌𝑖)= −
𝑁

2
log 2𝜋 −

1

2
log 𝑉 −

1

2
 𝑌𝑖 − 𝑋𝑖β 

′𝑉−1(𝑌𝑖 − 𝑋𝑖β) 

                                       =𝐾 −
1

2
log 𝑉 −

1

2
 𝑌𝑖 − 𝑋𝑖β 

′𝑉−1(𝑌𝑖 − 𝑋𝑖β) 

                                   Where K=
𝑁

2
log 2𝜋 ,      V=ZiGZi′+ Σ𝑖  

Now the values in the model parameters which maximize the log-likelihood may be determined. 

Estimates of the parameters are found by maximizing the log-likelihood given in above equation 

with respect to β and θ. One such method that may be used to maximize the log-likelihood 

function is the maximum likelihood (ML) method. The ML method first maximizes the log-

likelihood with respect to the variance parameters, while treating the fixed-effects parameters, β, 

as constant. Upon determining the variance parameter estimates, the fixed-effects parameters are 

then determined by finding the values of β which maximize the log likelihood, while treating the 

variance parameters as constant. It is important to note, the maximum likelihood approach may 
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produce variance parameters that are biased downwards since they are based on the assumption 

that the fixed-effects parameters are known (Brown and Prescot, 1999). 

                                   Thus,           
𝜕𝑙

𝜕𝛽
=-𝑋𝑖𝑉

−1𝑋𝑖β+ 𝑋𝑖 ′𝑉
−1𝑌𝑖  

Then, the MLE of β  on combining all the information from all the N subjects equals 

                                         𝛽 =( 𝑋𝑖 ′𝑉
−1𝑋𝑖

𝑁
𝑖=1 )−1  𝑋𝑖 ′𝑉

−1𝑁
𝑖=1 𝑌𝑖                                                    (2) 

3.3.1.2.1.2.  Restricted Maximum Likelihood Estimation  

This is another method that may be used to maximize the log-likelihood function. Sometimes 

this method is referred to as the restricted maximum likelihood method. It was developed in 

order to avoid biased variance component estimates that are produced by ordinary maximum 

likelihood estimation. This is because maximum likelihood estimates of variance components 

takes no account of the degrees of freedom used in estimating fixed effects. This means that ML 

estimates of variance component have a downwards bias which increases with the number of 

fixed effects in the model. For this approach, the fixed-effects parameters, β, are eliminated from 

the log-likelihood equation, such that it will only be defined in terms of the variance parameters. 

Then, a likelihood function based on the full residuals, (Yi-Xi𝛽 ).  It may be noted that the full 

residuals are a linear combination of y and furthermore (Yi-𝑋𝑖𝛽 ) and 𝛽  are independent [8]. 

From these facts, the joint-likelihood for β and the variance parameters, θ, may be express as a 

product of the likelihoods based on (Yi-Xi𝛽 ) and 𝛽  

                      L(θ, 𝛽; 𝑌𝑖)=L(θ; 𝑌𝑖-𝑋𝑖β)L(β; 𝛽 , θ) 

Thus, yields the REML, defined as 

                   L(θ; 𝑌𝑖-𝑋𝑖𝛽 )=|𝑋𝑖 ′𝑉
−1𝑋𝑖 |

−1/2 𝑉 −1/2exp −
1

2
 𝑌𝑖 − 𝑋𝑖𝛽  

′
𝑉−1(𝑌𝑖 − 𝑋𝑖𝛽 )  

Therefore, the REML log-likelihood is defined as  

                    Log L(θ; 𝑌𝑖-𝑋𝑖𝛽 )=K-
1

2
  log 𝑉 − log 𝑋𝑖 ′𝑉

−1𝑋𝑖  
−1 + (𝑌𝑖 − 𝑋𝑖𝛽 )′𝑉−1(𝑌𝑖 − 𝑋𝑖𝛽 )  
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Despite 𝛽  appearing in the REML log-likelihood in the above equation, it is present only as a 

function of the variance parameters. As with the maximum likelihood method, the variance 

parameters are now estimated by maximizing the REML log-likelihood with regards to the 

variance parameters. Given the nature of the REML likelihood, and its treatment of the fixed-

effects as parameters, rather than as constants, the resulting variance parameter estimates are 

unbiased. In the same fashion of the maximum likelihood method, values of 𝛽  are found by 

maximizing the REML log likelihood with regards to the fixed-effects parameters, while treating 

the variance parameters as fixed. 

3.3.1.2.2. Model Checking Technique for Separate Linear Mixed Model 

For linear mixed effects models, the assumption of normality needs to be assessed by looking at 

residual errors. It is assumed that the random effects are normally distributed and uncorrelated 

with the error term.  Residual  plots  can  be  used  visually  to  check  normality  of  these  

effects  and  to  identify any outlying effect categories. Examining the plot of the standardized 

residuals versus  fitted  values  by  any  covariates  of  interest  can  give  a  better  feeling  

(Molenberghs and Verbeke, 2008).  The assumption of normality for the within-group error was 

assessed with the normal probability plot of the residuals by covariates.  Similarly, Normality of 

the random effects is assessed using Normal Plot of each random effect.  Normal plot of 

estimated random effects helps for checking marginal normality and to identify outliers. 

3.3.1.3.  Joint Model for Two Continuous Outcomes 

The linear mixed model in equation [1] can be easily extended to include bivarate response 

variables by further stacking the data and defining a specific variance-covariance structure for 

the random effects. Consider for modeling the two response variables (Y1 and Y2) over time and 

incorporating random intercepts and slopes in order to model the correlations over time between 

responses. 

Let 𝑦𝑖𝑗𝑘  represent the i
th 

observation, from the j
th 

subject, for the k
th 

response variable, where i = 

1, …, 𝑛𝑖𝑗 , j= 1, …, S, and k = 1, …, K. For this thesis k=1 and 2. Also, define Nk= 𝑛𝑖𝑗
𝑠
𝑗 =1  and 

N= 𝑁𝑘
𝑘
𝑘=1 .The vector   𝑦𝑖𝑗  = [𝑦1𝑗𝑘   𝑦2𝑗𝑘    .   ..  .  . 𝑦𝑛𝑗𝑘 ] then represents the njk

 
observation of the 

k
th
 response variable from the j

th   
subject the vector 𝑌𝑘  = [𝑌1𝑘    𝑌2𝑗    …   𝑌𝑠𝑗 ]′ represents the Nk 
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observation from the k
th 

response variable across all subjects. Finally, the vector Y= [Y1 Y2 … Yk] 

represents N observation across all response variables and subjects. 

Fieuws and Verbeke (2004) were interested in the questions of how the evolution of one 

outcome is related to the evolution of another outcome („association of evolutions‟) and how the 

association between outcomes evolves over time („evolution of the association‟) for longitudinal 

multivariate data.  To  get  flexible  solutions  to  such  questions,  they  investigated  a  joint  

model using  a  random  effects  approach.  In  this  approach,  random  effects  were  assumed  

for  each outcome  and  by  adopting a  joint multivariate distribution  for  the random effects,  

the different outcomes  were  associated.   

In the context of modeling two response variables, the linear mixed-effects models for each 

response variable for subject j taken at time t can be specified as (Fieuws and Verbeke, 2004). 

                                         Yj1 (t)=μ1(t)+aj1+bj1(t)+εj1(t)                                                             (3) 

                                         Yj2 (t)=μ2(t)+aj2+bj2(t)+εj2(t)   

Where   μk(t) refers to the average evolution (of the k
th

 response over time) and is a function of 

the fixed effects. The subject specific random intercepts ajk and slopes bjk(t) describe how the 

subject specific profiles deviate from the average profile for the k
th
  response. The two response 

trajectories are joined together by assuming a joint distribution for the vector of random-effects, 

bi, such as 

                                            bi=

 
 
 
 
𝑎𝑗1

𝑏𝑗1

𝑎𝑗2

𝑏𝑗2 
 
 
 
~N(0,G)                                                                   

Where the variance-covariance matrix for the random effects, G, has the following structure: 

                                               G=

 
 
 
 
 
𝜎𝑎1

2        𝜎𝑎1𝑏1       𝜎𝑎1𝑎2      𝜎𝑎1𝑏2

𝜎𝑏1𝑎1       𝜎𝑏1
2        𝜎𝑏1𝑎2       𝜎𝑏2𝑏1

𝜎𝑎2𝑎1       𝜎𝑎2𝑏1        𝜎𝑎2
2         𝜎𝑎2𝑏2

𝜎𝑏2𝑎1         𝜎𝑏2𝑏1     𝜎𝑏2𝑎2      𝜎𝑏2
2   

 
 
 
 

                                              (4) 



 
 

25 
 

The error components for each response, which are independent of the random effects, can be 

taken to be uncorrelated (𝜎12  =0) and not associated with the random effects, such that the error 

components are defined as; 

                                                  
ε1𝑖

ε2𝑖
  ~N   

0
0
 ,  

𝜎1       
2   𝜎12

𝜎21      𝜎2
2                                             (5)                                        

Assuming σ12  =0 implies that, conditional on the random-effects, both response trajectories are 

independent. The assumption of conditional independence could alternatively be relaxed and the 

random errors could be taken to be dependent by allowing for a nonzero covariance between the 

error components (σ12  ≠ 0).  

3.3.1.3.1. Special Case of Variance Covariance Matrix  

Special case can now be obtained by making specific assumptions for the variance covariance 

matrix G. Two such specific variance-covariance structures are described in the following 

subsections, a complete independence structure and a shared-parameters structure. 

Complete Independence: The two response variable could be taken to be completely 

independent at any point in time, there by imposing the following structure for G (Howard, 

2006):                              

                                     G=

 
 
 
 
 
𝜎𝑎1       

2      𝜎𝑎1𝑏1            0              0

𝜎𝑎1𝑏1           𝜎𝑏1    
2            0              0

0                0        𝜎2
2          𝜎𝑎2𝑏2     

0                0        𝜎𝑏2𝑎2             𝜎𝑏2    
2   

 
 
 
 

                                                (6) 

Within a response variable, the random intercept and slope induce within-subject correlations in 

the repeated measures over time, while assuming independence between subjects. Moreover, this 

model assumes that the two responses are completely independent. The results for the model 

would be identical, in theory, to fitting two separate random-effect models. 

Shared-Parameters: Now that a complete independence structure has been considered for the G 

matrix one may consider the other end of the spectrum where the two response variables could 

be taken to be completely dependent. In this case, the two responses essentially “share” the same 
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set of random effect parameters (intercept and slope) (Howard, 2006). When two parameters are 

completely dependent, the correlation between them is equal to one. This occurs when the 

covariance between the parameters is equal to the square root of the product of their respective 

variances. Most notations, however, define the model with a 2×1 vector of random effects, such 

as: 

                        bi= 
𝑎𝑗
𝑏𝑗

  ~N 0, 𝐺 ,   with    G =    
𝜎𝑎

2                  𝜎𝑏𝑎      
𝜎𝑎𝑏                           𝜎𝑏

2 
                                      (7) 

Clearly, the aforementioned structure imposes strong assumptions on the relationship between 

the two response variables. It is very unlikely that the two responses would exhibit complete 

dependence in the association between the random slopes and between the random intercepts. 

One advantage of this model, when the assumption is tenable, is that it drastically reduces the 

number of random effects that must be estimated when the number of response variables is large. 

For models with a large number of response variables, estimation would likely be impossible if 

the shared-parameters (or alternative approach) were not used. 

3.3.1.3.2. Association of the Evolution (AOE)  

One important question that may be addressed with a joint mixed-effects model is how the 

evolution of one response is associated with the evolution of another response (“association of 

the evolutions”). By definition, the correlation between the evolutions for the two random slopes 

is given by:  

                                    rE=  
𝐶𝑜𝑣(𝑏1,𝑏2)

 𝑉𝑎𝑟 (𝑏1)  𝑉𝑎𝑟 (𝑏2)
   =

𝜎𝑏1𝜎𝑏2

 𝜎𝑏1
2   𝜎𝑏2

2
                               (8) 

3.3.1.3.3. Evolution of the Association (EOA)  

A similar idea that may be investigated using a joint mixed effects model is how the association 

between the responses evolves over time (“evolution of the association”). Assuming uncorrelated 

errors, the marginal correlation between the two responses as a function of time is given by 

(Fieuws and Verbeke, 2004):  
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                        rM(t)        = 
𝐶𝑜𝑣(𝑌𝑗 1(𝑡),𝑌𝑗 2(𝑡))

 𝑉𝑎𝑟 (𝑌𝑗 1(𝑡)) 𝑉𝑎𝑟 (,𝑌𝑗 2(𝑡))
  

                 =

𝜎𝑎1,𝑎2+𝑡𝜎𝑎1,𝑏2
+𝑡𝜎

𝑎2,𝑏1
+𝑡2𝜎𝑏1,𝑏2

+𝜎12

 𝜎𝑎1
2 +2𝑡2𝜎𝑎1,𝑎2 +𝑡2𝜎2

𝑏1+𝜎1
2

  𝜎𝑎2
2 +2𝑡2𝜎𝑏2,𝑏2

+𝑡2𝜎2
𝑏2+𝜎2

2

       (9) 

3.3.1.3.4. Joint Model Estimation 

In the particular context of random-effects models, so-called adaptive quadrature rules can be 

used (Pinheiro and Bates, 2000), were the numerical integration is centered on the estimates of 

the random effects, and the number of quadrature points is then selected in terms of the desired 

accuracy. 

To illustrate the main ideas, we consider Gaussian and adaptive Gaussian quadrature, designed 

for the approximation of integrals of the form  

 𝑓 𝑧 𝜙(𝑧)𝑑𝑧 

for a known function f (z) and for 𝜙(z) the density of the multivariate standard normal 

distribution. Therefore first standardize the random effects such that they get the identity 

covariance matrix. Then, the likelihood contribution for subject i equals 

                               𝑓𝑖(𝑦𝑖 |β, G, ϕ) =   𝑓𝑖𝑗  𝑦𝑖𝑗  𝑏𝑖 , β, ϕ 𝑓(𝑏𝑖 |𝐺)𝑑𝑏𝑖
𝑛𝑖
𝑗=1                                      (10) 

     Where:  

 bi is q×1 dimensional vector of unknown random effects,  bi ~ N (0, G)  

 β is a vector of fixed-effects parameters and 𝜙 is a vector containing the variance 

parameters 

 f (z) and for 𝜙(z) denotes the density of the multivariate standard normal distribution  
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3.3.1.4.  Correlation Structures  

In longitudinal data analysis, when subjects are followed over time, there is a natural ordering of 

the data for each subject. Correlation structure are used to model dependence among 

observations, in mixed-effect model, it is used to model dependency among the within-group 

errors (Pinheiro, and Bates, 2000). The correlation between two within-group errors εij , εij′ is 

assumed to depend on some distance between them, and ρ is a vector of correlation parameters. 

Olkin and Tate (1993) described the serial correlation structures in detail of the linear mixed-

effects models; serial correlation structures are used to model dependency in the data observed 

sequentially over time and indexed by a one dimensional time vector. The general serial 

correlation model is defined as 

                                        Cor (εij, εij′) =h(ρ), 

 Where h(.)-indicates autocorrelation function. Some of the most common serial correlation 

structures used in practice are:                        

Compound symmetry:-It is the simplest serial correlation structure, which assumes equal 

correlation among all within-group errors of same subject. The corresponding correlation model 

is 

                                      Cor(εij, εij′) = ρ 

While the compound symmetry correlation model tends to be too simplistic for practical 

application 

 General (Unstructured):-The general correlation structure represents the other extreme in 

complexity to the compound symmetry structure. Each correlation is shown by a different 

parameter, the correlation function is h(ρ) = ρk; k = 1,2,.  .. .While the general correlation model 

tends to over parameterized model. It is useful for few observations per subject that leads to 

precise correlation with observations. 

Autoregressive (AR):- Box et al., (1994) described the family of correlation structure which 

includes different classes of linear stationary models: autoregressive models, moving average 

models, and mixture of autoregressive-moving average models. Autoregressive models express 

the current observation as a linear function of previous observation plus a homoscadastic noise 
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terms .Let εt indexes an observation taken at time t, µt indexes a noise term with E[µt] = 0, and 

assumed independent of the previous observations. 

                          εt =ϕ1εt-1+ .  .  .  . .+ ϕpεt-p+µt      |ϕ|< 1 
p is called the order of the autoregressive model, which denoted by AR(p). There are p 

correlation parameters in an AR (p) model, given by ϕ= (ϕ1, ϕ2, .   ..  .,ϕp). The AR (1) model 

is the simplest and one of most useful autoregressive model. Its correlation function is 

                               h(k; ϕ)=ϕ𝑘
  k = 0; 1,….. 

In the First-order autoregressive structure it is assumed that the correlation between time points 

decrease as the distances in time increase, this implies that the number of time intervals between 

pairs of observation increases, the correlation decreases and approaches to zero. Measurements 

that are closer in time have higher correlation than measurements with longer time between 

them. This structure will often be more realistic than the compound symmetry and has the same 

number of parameters which often makes it more preferable. 

Variable  selection  technique:-  To  select  significant  variables,  first  the  main  effect  and  

main  effect  by  time  interaction  were  incorporated  to  the  initial  candidate  model. After  

that,  avoid  non  significant  variables  one  by  one  starting  from  the  most  non  significant  

terms which is called  backward variable selection technique(Pinheiro and Bates, 2002). 

3.3.2. Model Comparisons or Selection Techniques  

Model selection technique is one of the most frequently encountered problems in data analysis. 

In most observational epidemiological studies, investigators frequently attempt to construct the 

most  desirable  statistical  model  using  the  popular  methods  of  forward,  backward,  and  

stepwise  regression (Pinheiro and Bates, 2002). Of course knowledge of the subject matter plays  

an  important  role  in  model  selection,  but  if  based  strictly  on  the  data,  model  selection  is 

often carried out using one of the automated procedures built into the software, of which the  

most popular method is perhaps stepwise model selection.  These  methods  pose  the  problem  

of  the  arbitrary  select ion  of  the  significance  levels   in  allowing  a  variable  to  enter  into  

or  to  be  dropped  from  the  model  during  the  selection  process (Diggle et al., 1994).  There 

is also the problem of multiple testing that comes with fitting and refitting the model. The issue 
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is made more complicated in the case of repeated o r longitudinal  data  where  selecting  the  

best  model  means   not only  to  select  the  best  mean structure but also the most optimal 

variance covariance structure for model selection criteria,  like  AIC,  BIC  and  likelihood  ratio 

test  were used (Shah et al.,1997). . In this thesis the most commonly known model selection 

criteria are Akaike Information Criterion (AIC) (Sakamoto, 1986), the Bayesian Information 

Criterion (BIC) (Laird and Ware, 1982) and Log-likelihood ratio test were used.  

                  AIC = -2log L + 2p          BIC=-2log Likelihood + n Par log(N ), 

Where,   -2 log L is twice the negative log-likelihood value for the model 

 P: - is the number of estimated parameters.  

n par: -denotes the total number of parameters in the model 

N: - is the total number of observations used to fit the model. Smaller values of AIC and   BIC 

reflect an overall better fit. 
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CHAPTER FOUR 

4. RESULTS AND DISCUSSION 

4.1.   Baseline Information and Descriptive Statistics   

A  total  of  354  adult  hypertensive  patients with    a minimum    of    three  and   maximum    

of  thirteen measures of SBP, DBP  and other covariates   per  individual of hypertensive patients 

were  included for this study. The baseline characteristics and descriptive statistics of patients are 

displayed in table 2 below.  Out of these hypertensive patients, 173(48.87%) were females and 

181(51.13%) were males. About 180(50.84%) of them were living in urban area (Jimma town), 

and 174(49.16%) of them were living in rural communities (“district”) like Yebu, Seka,Lemu, 

Dedo, Serbo, Asendabo, Juma and adjacent to the towns according to a range of ecological and 

developmental contexts. About 201(56.78%) of the patients had no genetic effect or family 

history, 153(43.22%) of patients had family history (previously diagnosed HTP).  

The age at first visit ranged from 18 to 86 years with average value equal to 50.198 years (with a 

standard deviation of 14.036 years). The average number of baseline SBP and DBP is 140.904 

and 89.209 per mmHG with standard deviation of 18.583 and 12.727, respectively. The 

minimum and maximum SBP measurements were 90mmHG and 230mmHG, respectively, and 

the minimum and maximum DBP measurements were 50mmHG and 130mmHG, respectively.    

Table 2: Frequencies and Percentages for baseline categorical covariates and with their baseline 

average value and standard deviation of SBP and DBP for each category of hypertensive 

patients‟ data 

No.  Variable        Categories          n (%) 

 

           SBP                                        DBP  

      Mean (s.d)                              Mean(s.d) 

1. Gender             Male                181(51.13)         143.094(19.389)                      88.343(13.271) 

                               Female            173(48.87)         138.613 (17.465)                     86.994(12.397)  

2.  Place of          Urban              180(50.84)          142.988(20.716)                      88.621(12.963)                 

       residence        Rural               174(49.16)          138.888(16.062)                      86.777(12.713)  

3.  Family            No                    201(56.78)         142.988(20.716)                      88.621(12.963)  

       history            Yes                  153(43.22)          138.888(16.062)                      86.777(12.713) 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  
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4.2. Separate Analysis of Longitudinally Systolic and Diastolic blood pressure 

Both systolic and diastolic blood pressure measures are analyzed separately using the linear 

mixed models reviewed in Section 3.3.1.2. This  is  important  in order  to  fully specify  the 

mean  response  of  the  model  and  determine  the  fixed and random  effects  to  be  included  

in  the  model. 

4.2.1. Exploratory Analysis 

Plots are very important to visualize the pattern of SBP and DBP measures overtime before 

model building; different plots have been explored   that expose  the patterns  relevant  to  the 

scientific question about  the progress of SBP and DBP of hypertensive patients.   

4.2.1.1.   Exploring Individual Profile plots of SBP and DBP over time 

As shown in figure 1a, the variability of systolic blood pressure between individuals seems 

higher at baseline and appears to decrease over time. Furthermore, considerable variability is 

observed within each subject. Similarly, figure 1b depicts a between and within subjects 

variability in diastolic blood pressure, both implying that the between and within subject specific 

differences cannot be ignored.  
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Figure 1:  Individual profile plot of Systolic and Diastolic blood Pressure 

4.2.1.2.   Mean profile Plots of SBP and DBP of hypertensive patients 

The loess smooth curve in the figures 2a and 2b suggests that the average profiles of both the 

SBP and DBP have a linear relationship over time. It indicates both systolic and diastolic blood 

pressure shows a decreasing pattern over time, but the rate of SBP highly decreasing as 

compared to DBP. And also it indicates the linear time effects may be included as fixed-effects 

in the model.  

 

                           Figure 2: Mean profile plot of SBP and DBP of hypertensive patients                   

4.2.1.3.  Mean Profile plots of SBP and DBP by different categorical covariates and 

Loess Smooth curve over time     

Besides plotting systolic and diastolic blood pressure over time, it is also useful to include 

different subgroups graph to illustrate the relationship between both systolic and diastolic blood 

pressures and explanatory variables over time. 
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                            Figure 3: Mean profile plot of SBP and DBP by Sex 

As shown in figure 3a and 3b, mean profile plot of SBP and DBP by sex using loess smoothing 

curve appears that both males and females have a decreasing systolic and diastolic blood 

pressure over time. However, both figures show that the slope for the males seems to be a bit 

higher than the slope for the females. It is also tends to indicate the mean profile for males was 

higher than that of females.  

                                        

                    Figure 4: Mean profile plot of SBP and DBP by Place of residence 
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From figure 4c and 4d mean profile plot of SBP and DBP using loess smoothing curve of 

hypertensive patients in rural area looks almost the same as that of urban for both systolic and 

diastolic blood pressure at baseline and the two plots also showed almost the same overtime, to 

see whether there is significant difference or not the linear mixed effects model have been 

applied. 

 

                   Figure 5: Mean profile plot of SBP and DBP by Family history 

From figure 5e and 5f the mean profile plot of SBP and DBP using loess smoothing curve seems 

there were no difference between whether having family history or not over time as well as at the 

base line. 

4.2.2. Linear Mixed Effects Models Results  

Taking advantage of the fact that the linear mixed effects model (1) described by Laird and Ware 

(1982) in Section 3.3.1.2, has been used to analyze the repeated SBP and DBP measurements.  
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4.2.2.1.  Separate Linear Mixed Model Analysis of Systolic blood pressure 

The aim of this section is to select a set of fixed and random effects consecutively to fit a linear 

mixed model for systolic blood pressure.  

4.2.2.1.1. Selection of Fixed Effects for Systolic blood pressure 

To select the fixed effect components of the response variable, systolic blood pressure, including 

all covariates and interaction terms with time without considering the corresponding different 

random effects were fitted below: 

 Let SBPij denote the j
th

   systolic   blood pressure of the i
th

 patient at time tij,. Where i indexes the 

subjects i= 1, 2  ,.., 354  and j indexes the time visit for subject i, j= 1, 2,  ..  .. ., ni. ni represents 

the overall visits of subject i. Hence, the fixed effects model with linear time effect for SBP 

measurement is given by: 

    SBPij = β10+β11Sexi+β12Pri+β13Fhi+β14Ai +β15Tij + (β16Sexi+β17Pri+β18Fhi+β19Ai)Tij + εij 

                                                     Where: 

    SBPij: - Systolic blood pressure for i
th

 subjects     Ai: - Age of i
th

 subjects 

    Sexi : - Gender of i
th

 subjects                               Pri: - Place of residence for i
th

 subjects  

    β10, β11, , ,    ,β1p:- Are the fixed effect coefficient parameters 

    Fhi: - Family history of i
th

 subjects                       εij: - Error term 

    Tij: - Time at which systolic and diastolic blood pressure were measures     

From the outputs in table 12 (Annex I), we can observe that all the covariate except family 

history are statistically significant, but all the interaction term except time by sex are statistically 

insignificant. Thus, the insignificant terms should be removed from the model starting with the 

most insignificant one of which is the interaction term place of residence by time with p-value of 

0.912. The model was then refitted after removing the interaction term place of residence by time 

and the AIC dropped from 16253.08 to 16251.09 indicating a better fit. The model was fitted 

again and the categorical covariate family history was still insignificant. The next step is to 

remove the covariate family history with the p-value of 0.902. The model was fitted again and 
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the AIC dropped from 16251.09 to 16248.57. By following the same procedure the final fixed 

effect model for systolic blood pressure is given by: 

                 SBPij = β10+β11Sexi+β12Pri+β14Ai +β15Tij + (β16Sexi+β19Ai) Tij + εij 

Hence, in this study sex, place of residence, age, time and the interaction terms sex by time and 

age by time used as fixed effects in the model for systolic blood pressure. 

4.2.2.1.2. Selection of Random Effects for Systolic blood pressure 

In this section the aim is to select the random effect model of the rate of change of SBP measure 

over time including all potential covariates.  In order to retain or remove the random effects from 

the model, it is better to fit the linear mixed effects model with different random effects.  

Thus, four different models with different random effects starting from a simple linear regression 

model (no random effects) have been explored. Table 3 shows summary measures; Akaki 

information criteria (AIC), Bayesian information criteria and Log-likelihood ratio test for the 

models with different random effects. An appropriate random effect to the model was selected by 

using AIC value. The conclusion is consistent with the AIC and the BIC values for which 

smaller value is considered as better. That is, the AIC information criterion decreased from 

16248.57 to 15940.16, which indicates that model with intercept and slope, was a better fitting 

model. 

Table 3: Selection of Random Effects to be included in the Linear Mixed Effects Model for SBP 

    No.     Random Effects Included                                    AIC                BIC                  Loglik         

1. No Random Effects                                               16248.57        16309.18       -8124.301 

2. Random Intercepts                                                16008.82        16075.66       -7992.407                         

3. Random Intercepts and Linear Slopes                  15940.16        16018.14       -7956.079 

4. Random Intercepts, Linear and Quadratic Slope  15940.90        16057.83       -7949.448 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

Therefore, both AIC and the BIC criterion suggests including the quadratic time slopes as 

random effects does not improve the model fit. As a result, the random quadratic time slopes are 

not included in the subsequent analyses.  
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Let SBPij denote the j
th

   systolic   blood pressure of the i
th

 patient at time tij, j indexes the time 

visit for subject i, and ni represents the overall visits of subject i. Hence, the full linear mixed 

effects model with linear time effect for SBP measurements is given by: 

 SBPij = β10+ β11Sexi+β12Pri+β13Fhi+ β14Ai +β15Tij+(β16Sexi +β17Pri +β18Fhi+ β19Ai)Tij +w1i(tij)+εij 

         Where:-  w1i(tij)=a10+b11*Tij.  Here, w1i (tij) includes the random effects for intercept and 

linear time slopes, where the bi=(𝑎10 , 𝑏11)′
 ~ N (0, G). The vector (β10, β11,  ,    ,β1p) of fixed effects 

describes the average evolution of systolic blood pressure and the vector (a10 ;b11) of random 

effects describes how the profile of the i
th

 subject deviates from the average profile. 

As shown in table 14 (Annex II), family history and interaction terms place of residence by time, 

family history by time and age by time are statistically insignificant at 5% level of significance. 

Initially we avoiding non significant variables one by one starting from the most non significant 

variable then compared the two nested models using AIC. First remove the categorical covariate, 

family history, having the most insignificant effect (p-value=0.721).  The model was refitted 

after removing family history and the AIC dropped from 15940.16 to 15937.44 indicating a 

better fit. The model was fitted again and the term place of residence by time was still 

insignificant with a p-value of 0.703 thus removed from the model. The model was fitted again 

and the AIC dropped from 15937.44 to 15934.60. There were no other variables to be removed 

from the model. Hence the reduced model with small number of parameter is preferred. The final 

linear mixed model for systolic blood pressure is given by: 

           SBPij = β10+ β11Sexi+β12Pri+ β14Ai +β15Tij + (β16Sexi + β19Ai)Tij +w1i(tij)+εij 

Hence, the inferences for including the random effects model are similar to those of the fixed 

effect model in terms of magnitude. However, according to the AIC including the random effects 

component is better than the fixed effect model. 

4.2.3.2.  Separate Linear Mixed Model Analysis of Diastolic blood pressure  

The linear mixed effects model (1) described by Laird and Ware (1982) again used to analyze the 

repeated DBP measurements. In this section to fit a model we need to select a set of fixed and 

random effects consecutively for diastolic blood pressure.  
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4.2.3.2.1. Selection of Fixed Effects for Diastolic blood pressure 

To select the fixed effect for the response variables, diastolic blood pressure, for all covariates 

and interaction terms without considering the corresponding different random effects model were 

fitted below: 

Let DBPij denote the j
th

   diastolic blood pressure of the i
th

 patient at time tij,. Where i indexes the 

subjects and j indexes the time visit for subject i, ni represents the overall visits of subject i. 

Hence, the full fixed effects model with linear time for DBP measurement is given by: 

    DBPij = β20+β21Sexi+β22Pri+β23Fhi+β24Ai +β25Tij + (β26Sexi+β27Pri+β28Fhi+β29Ai )Tij + εi 

               Where:       DBPij :- Diastolic blood pressure for i
th

 subjects                                   

From the outputs in table 13 (Annex I), all the covariate except family history are statistically 

significant, but all the interaction term except time by age are statistically insignificant. Thus, the 

insignificant terms should be removed from the model starting with the most insignificant one of 

which is the interaction term family history by time (p-value=0.874). The model was then 

refitted after removing the interaction term family history by time the AIC dropped from 

15150.77 to 15148.79 indicating a better fit. The model was fitted again and the interaction term 

place of residence by time was still insignificant .The next step is to remove the interaction term 

place of residence by time with the p-value of 0.7927. The model was fitted again and the AIC 

dropped from 15148.79 to 15145.46. By following the same procedure the final fixed effect 

model for diastolic blood pressure is given by: 

          DBPij = β20+β21Sexi+β22Pri+β24Ai +β25Tij + (β26Sexi+β29 Ai )Tij + εi 

Hence, in this study sex, place of residence, age, time and the interaction terms sex by time and 

age by time used as fixed effects in the model for diastolic blood pressure 

4.2.3.2.2. Selection of Random Effects for Diastolic blood pressure  

After determining the fixed effects, we need to select a set of random effects which can help 

defining a model. In this section the aim is to select the random effect model of the rate of 

change of DBP measure over time including all potential covariates. We start by fitting the 

random effect model for all covariates and interaction terms consider the corresponding different 
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random effects model. In order to retain or remove the random effects from the model, it is better 

to fit the linear mixed effects model with different random effects. 

Thus, four different models with different random effects starting from a simple linear regression 

model (no random effects) have been explored. Table 4 shows summary measures; Akaki 

information criteria (AIC), Bayesian information criteria and Log-likelihood ratio test for the 

models with different random effects. An appropriate random effect to the model was selected by 

using AIC. The conclusion is consistent with the AIC and the BIC values for which smaller 

value is considered as better. That is, the smallest AIC value14937.28 below indicates that model 

with intercept and slope was a better fitting model. 

Table 4: Selection of Random Effects to be included in the Linear Mixed Effects Model for DBP 

 No.     Random Effects Included                                        AIC              BIC                 Loglik         

1. No Random Effects                                               15174.35      15235.62         -7576.175 

2. Random Intercepts                                                14945.01      15011.85         -7460.504 

3. Random Intercepts and Linear Slopes                  14937.28       15015.26         -7454.639 

4. Random Intercepts, Linear and Quadratic Slope  15017.30      15944.40          -73903.30 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

Therefore, both AIC and the BIC criterion suggests including the linear time effect as random 

effects does improve the model fit. The average evolution also augments a similar idea (figure 

2b). Hence, the full linear mixed effects model with linear time effect for DBP measurements is 

given by: 

DBPij = β20+ β21Sexi+β22Pri+β23Fhi+ β24Ai +β25Tij+(β26Sexi +β27Pri +β28Fhi+ β29Ai)Tij +w2i(tij)+εij 

        Where:-  w2i(tij)=a20+b21*Tij.  Here, w2i(tij) includes the random effects for intercept and 

linear time slopes, where the  bi=(𝑎20 , 𝑏21 )′
 ~ N (0, G).      

As shown in table 15 (Annex II) ,  family history, place of residence and interaction terms sex by 

time place of residence by time, family history by time and age by time are statistically 

insignificant at 5% level of significance. Initially we avoiding non significant variables one by 

one starting from the most non significant variable then compared the two nested models using 

AIC. First remove the categorical covariate, family history, having the most insignificant effect 
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(p-value=0.811). The model was refitted after removing family history and the AIC dropped 

from 14937.28 to 14932.97 indicating a better fit. The model was fitted again and the term place 

of residence by time has still highly insignificant with a p-value of 0.8549 thus remove from the 

model. The model was fitted again and the AIC dropped from 14932.97 to 14929.18. By 

following the same procedure the final linear mixed model for diastolic blood pressure with 

small number of parameter, which is given by: 

           DBPij = β20+ β21Sexi+β22Pri+ β24Ai +β25Tij+ (β26Sexi + β29Ai)Tij +w2i(tij)+εij 

Even though place of residence is insignificant, the AIC value of the nested model indicate that it 

is still existed in the final model. The inferences for the random effects model are similar to those 

of the fixed effect model in terms of magnitude and direction. However, according to the AIC the 

random effects model is better than the fixed effect model. 

4.2.4. Selecting Correlation Structure for both SBP and DBP measures 

In longitudinal study selecting best model is not selecting model with only the best mean 

structure, but also correlation structure. Among different correlation functions or correlation 

structure classes, in this study the most common correlation structures; unstructured covariance 

model, compound symmetric covariance models, and autoregressive structure of order one or AR 

(1) were used and compared. The small AIC value indicated that the model with unstructured 

covariance function is preferable for both response variable; systolic and diastolic blood 

pressure, as shown in table 5.  
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                   Table 5: Comparison of model with different correlation function for SBP and DBP 

      Model                            SBP                         DBP 

  AIC                  BIC                       logLik  AIC                BIC                logLik   

Unstru.Model.                

AR.Model.               

Comsymm.Model              

15934.60       15995.89         -7956.298                          

15948.27       15997.14         -7962.137  

16165.25       16220.98         -8072.627  

14929.18     14990.47    -7453.591                          

14931.27     14993.13    -7454.134  

15085.51     15141.23    -7532.755 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

Unstru.Model=unstructured covariance model, AR.Model=autoregressive structure of 

order one or AR (1), Comsymm.Model=compound symmetric covariance models                                          

Therefore, for the data set of this study linear mixed model with unstructured correlation can be 

considered as best final model for both response variables. 

Table 6: Parameter estimates and standard errors for the separate linear mixed effects models of 

the SBP and DBP outcomes for the final model 

SBP DBP 
Para-       Estimates        p value           95% CI  

Mater     (s.e)                                          

Para-      Estimates       p value              95% CI  

Mater      (s.e)                                     

β10        128.189(2.811)     0.0000      (122.7, 133.8)* 

β11         5.121(1.539)        0.0010      (2.155, 8.216)* 

β12      3.011(1.099)        0.0062      (0.695, 5.034)* 

β14      0.144(0.054)        0.0086      (0.036, 0.253)* 

β15       -1.744 (0.308)       0.000      (-2.365, -1.135)* 

β16       -0.799(0.248)        0.0013    (-1.290, -0.312)* 

β19    -0.011(0.009)        0.0300    (-0.032,0-.007) *  

β 20     89.22(1.967)       0.000          (85.42, 93.163)*  

β21     2.926 (0.856)       0.007           (1.255,  4.639)* 

β22       0.805 (1.035)        0.436         (-1.411, 2.656) 

β24       -0.077 (0.037)       0.039         (-0.152, -0.003)* 

β25       -1.093(0.465)        0.0191       (-2.017, -0.170)* 

β26    -0.081 (0.176)        0.038        (-0.386, -0.038)* 

β29     -0.024 (0.005)       0.001        (-0.036, -0.013)* 

                                                          Random effects 

Var(a10i)                             130.093 

Var(b11i)                              1.775 

Corr(a10i ,b11i)                     -0.715 

    𝜎1
2
                                  148.285 

Var(a20i)                        53.666 

Var(b21i)                        0.3615 

Corr(a20i, b21i)               -0.553 

       𝜎2
2
                          94.112 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

           *indicates insignificancy at 0.05 level of significance, AIC value for SBP=15934.6 and AIC 

value for DBP= 14929.18. 
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The estimated parameter for intercept of SBP is 128.189 with standard error of 2.811represents 

an estimate of the average level of SBP during the first follow up time. There is a significant 

difference between males and females at 5% level of significance. The significant gender effect 

and the value 5.12l indicates that on average males started with the higher SBP measure than 

female (reference group) at baseline. In addition the interaction of sex by time is significant and  

-0.799 indicates that the rate of change of the average SBP in males is nearly lower by 0.8mmHG 

as compared to females. The average intercepts for the rural and urban hypertensive patients are 

statistically different with the parameter estimate 3.011, which indicates that on average 

hypertensive patients living in rural area started with the higher SBP measure than living in 

urban area (reference group) at baseline. A parameter estimate age for SBP indicates a one year 

increase in age was associated with a normal increase of 0.144mmHg in SBP. The parameter 

estimate of the interaction for age and time is -0.011 which implies that the average rate of 

increase is inversely related to age. In other words, younger patients have the higher rate of 

change in SBP measure than older patients. The coefficient of time -1.744 (S.E = 0.308) 

indicates systolic blood pressure decreases overtime; this implies a unit increase in time was 

associated with 1.744mmHg decrease on SBP, after adjusting for sex and age of patients.  

In the same manner the estimated parameter for intercept of DBP is 89.221 with standard error of 

1.967 represents an estimate of the average level of DBP at time = 0 (during the first follow up 

time). The intercept for males is 2.926 greater than that for females and they are statistically 

significantly different, which indicates that on average male started with the higher DBP measure 

than female at baseline. In addition the interaction of sex by time is significant and -0.081 

indicates that the rate of change of the average DBP in males is nearly lower by 0.08 units as 

compared to females.  Place of residence is not significant at baseline; this means that there was 

no statistically significant difference in DBP measures at baseline for rural and urban 

hypertensive patients.  A parameter estimate age for DBP indicates a one year increase in age 

was associated with a normal decrement of 0.077mmHg in DBP. The parameter estimate of the 

interaction for age and time is -0.024 which implies that the average rate of increase is inversely 

related to age. In other words, younger patients have the higher rate of change in DBP measure 

than older patients. The coefficient of time -1.093(S.E = 0.465) indicates diastolic blood pressure 

decreases overtime; this implies a unit increase in time was associated with 1.093mmHg 

decrease on DBP, after adjusting for sex and age of patients. 
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The intercept of the random effects for both SBP and DBP indicates there is variability between 

subjects at base line. And the slope of random effects for both SBP and DBP indicates there is 

variability within subjects over time.  The correlation -0.715 and -0.553 indicates, there is a 

negative correlation between intercept and slope of linear time effect for the random part for SBP 

and DBP, respectively. In addition, from the random effects, the residual terms 𝜎1
2 =148.285 and 

𝜎2
2 =94.112, indicates that variation within the hypertensive patients in different time of SBP and 

DBP measurements, respectively. 

4.2.5. Model Diagnostics for Separate Linear Mixed Model of both SBP and DBP 

Residuals versus observation ID number plots for final separate linear mixed model for both SBP 

and DBP are presented in figure 7 (Annex IV) suggested the residuals are symmetric around zero 

(i.e. positive and negative residuals are almost equal) and there is very few outlier for both 

response variables. Figure 9 in the same annex; also show the assumption of normality seems to 

satisfy for a random effect that is for intercept and slopes for both SBP and DBP. Q-Q plots  for 

normality of random  effects  for both outcomes  are  also  given  in  figure 8  of  the  same  

annex; which  illustrates  the random effects are normally distributed with mean zero and 

variance covariance matrix G.  Residual versus fitted value plots in figure 10, we can see that the 

residuals seem to be randomly distributed with constant variance, since both plots does not show 

any systematic pattern. Thus, it meets the assumption of error term. 
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4.3. Joint Analysis of Systolic and Diastolic blood pressure 

Previously, the two outcomes are analyzed separately for comparison purpose and identifying 

associated risk factors for the progress of SBP and DBP separately. The main focus of this study 

is to investigate the joint evolution and association of SBP & DBP, and associated risk factors 

for the progress of the two end points by considering a joint linear mixed effects model. 

A joint linear mixed-effects model (3) was used to fit the two response variables, DBP and SBP, 

assuming an unstructured variance-covariance structure as discussed is section 3.3.1.3. This 

model is the same as the separate model discussed in the previous section, except the sets of 

random intercepts and slopes for each response are now correlated rather than independent. This 

model was fitted allowing for a linear time effect for each covariate and by considering all 

covariates as a fixed effect with all possible interaction terms, which is given in table 16 Annex.  

As shown from the output in table 16 (Annex III), all the covariates except family history  are 

statistically significant  for SBP and all the covariates except family history and place of 

residence are statistically significant  at 5% level of significance for DBP. The interaction term 

sex by time and age by time are significant for both SBP and DBP. Thus, the insignificant terms 

should be removed from the model and refitted after removing the insignificant terms, the AIC 

value dropped from 30865.4 to 30694.6 indicating a better fit, which is the final joint model. 

Table 7:  Parameter estimates and standard errors for the joint linear mixed effects models of                  

the SBP and DBP outcomes for the final model 

                                   SBP                      . 

 Effect             Estimates(s.e)            95%CI 

                                 DBP                     . 

Effect             Estimates (s.e)          95%CI 

Intercept            128.46(2.801)         (122.98,134.12)* 

SexMale            5.148(1.540)              (2.165, 8.262)* 

PrRural              3.014(1.103)              (0.444, 4.785)* 

Age                     0.140(0.055)              (0.032, 0.248)* 

Time                 -1.797(0.317)             (-2.424,-1.171)* 

SexMale×Time -0.809(0.25)    (-1.319, 0.294)    

Age×Time        - 0.011(0.008)          (-0.025,-0.0024)* 

Intercept             89.391(1.965)      (85.53, 93.27)* 

SexMale             3.053(1.074)        (0.941, 5.164)*        

PrRural              0.323(0.826)       (-1.302,1.948)   

Age                     -0.078(0.038)      (-0.153,-0.003)*     

Time                   -1.097(0.455)      (-1.990,-0.205)*              

SexMale ×Time   -0.048(0.167)     (-0.378,  0.285)          

Age×Time          -0.025(0.006)     (-0.033, -0.012)* 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013   

* indicates significance at 0.05 level of significance AIC value=30694.6 
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Here, the result shows all the parameters are significant at 5% level of significance except the 

interaction term sex by time for SBP and place of residence and the interaction term sex by time 

for DBP. Thus, the variable sex, place of residence and age are identified as    positively 

associated with change in SBP, but time is negatively associated with SBP. Sex is the only 

variable which is identified as a positive risk factor for the change in DBP, but time and age are 

negatively associated with the change in DBP.  

As interpreted in separate model previously the parameter estimate of joint model also gives the 

same interpretation. The estimated parameter for intercept of SBP is 128.46 with standard error 

of 2.801represents an estimate of the average level of SBP during the first follow up time and 

89.391 is the estimated parameter for intercept of DBP with standard error of 1.965 represents an 

estimate of the average level of DBP at time zero. There is a significant difference between 

males and females at 5% level of significance for both SBP and DBP. The parameter estimate 

5.148 and 3.053 for SBP and DBP respectively, indicates that on average males started with the 

higher SBP and DBP measure than females (reference group) at baseline. The interaction of sex 

by time is insignificant in joint model; this means that there was no statistically significant 

difference on the rate of change of the average SBP and DBP in males and females. The average 

intercepts for the rural and urban hypertensive patients are statistically different with the 

parameter estimate 3.014, which indicates that on average hypertensive patients living in rural 

area started with the higher SBP measure than living in urban area (reference group) at baseline. 

But place of residence for DBP is not significant at baseline; this means that there was no 

statistically significant difference in DBP measures at baseline for rural and urban hypertensive 

patients. A parameter estimate age for both SBP and DBP indicates a one year increase in age 

was associated with a normal increase of 0.140mmHg (SE = 0.055) in SBP and a normal 

decrease of 0.078mmHg (SE =0.038) in DBP. The parameter estimate of the interaction for age 

and time is 0.014 and 0.025 for SBP and DBP, respectively, which implies that the average rate 

of increase is inversely related to age. In other words, younger patients have the higher rate of 

change in both SBP and DBP measure than older patients. The negative sign for the coefficient 

of time indicates systolic and diastolic blood pressure decreases overtime. Hence, a unit  increase  

in  time was associated with  1.797mmHg of  decreasing  on SBP  and  1.097mmHg of  

decreasing  on  DBP.  In addition, standard error estimates for each parameter estimates in „table 

7‟ improves the performance of estimates and if the standard error value for a particular 
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parameter estimate is large it signify poor estimation of the parameter i.e less efficiency of the 

parameter.   

Accordingly, the SAS PROC MIXED for joint model also provides the estimated variance 

covariance matrix, and the estimated correlation matrix for random effects of both the SBP and 

the DBP as determined in the form of using equation(4) from section 3.3.1.3  have been shown in 

Table 8 and Table 9, respectively.                                

                         Table 8: Variance-Covariance estimates for the final joint model                                   

                                                          SBP                                                             DBP              .              

                                            Intercept               Slope                        Intercept                     Slope 

SBP         Intercept            133.16                  -11.5415                     76.3829                  6.2179 

                 Slope               -11.5415                 2.0101                        6.5604                   0.8112 

 

  DBP       Intercept            76.3829                  6.5604                      55.3012                -2.8417 

                  Slope                 6.2179                   0.8112                      -2.8417                  0.4827 

                     

                               

                       Table 9: Estimated Correlation for the final joint model   

                                                          SBP                                                               DBP              .              

                                             Intercept                  Slope                      Intercept                    Slope 

SBP         Intercept              1.0000                    -0.7054                      0.8901                    0.7756 

                 Slope                 -0.7054                     1.0000                       0.6222                   0.8236 

 

  DBP       Intercept             0.8901                      0.6222                       1.0000                  -0.5500  

                  Slope                 0.7756                      0.8236                      -0.5500                  1.0000 

From the random effects, it can be seen that variability is higher for SBP than DBP. The same 

may be said of the covariance for SBP and DBP; this means SBP appears to be more extreme. 

Also, the covariance‟s for both DBP and SBP are positive, which is indicative of a positive 

correlation, which is seen in the estimated correlation matrix. With joint mixed-effects model is 

possible to investigate how the evolution of DBP is associated with the evolution of SBP, the 

association of the evolutions (AOE). It is also possible to determine how the association between 

DBP and SBP evolves over time, the evolution of the association (EOA). The AOE can be 

determined by using equation (8) from section 3.3.1.3.2 or by reading the correlation between the 

two slopes directly from the estimated correlation matrix (Table 8). Here the AOE between the 

random slope for DBP and the random slope for SBP is 0.8236.  Thus, the larger positive value 
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suggests a positive strong association between the evolution of systolic and diastolic blood 

pressures.  

The EOA can be determined, and then visualized, using the marginal correlation between DBP 

and SBP, equation (9) from section 3.3.1.3.3. To visualize this, the implied correlation has been 

calculated and plotted over time using the marginal correlation between both response variables 

in Figure 6. Notice, that at its weakest correlation is 0.0075, at baseline, and this association 

slightly increases over time.  

 

 

Figure 6: Associations of the Evolution 

4.4. Comparison of Separate and Joint Model 

Technically, the separate models were fitted for the two outcomes together anyway, but 

assuming that ρ = 0 (fit as a joint model with appropriate covariance terms equal to zero), which 

is entirely equivalent to fitting the models separately, using SAS PROC NLMIXED for both 

separate and joint model provides the following results. 
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Table 10: Parameter estimates and standard errors for separate and joint linear mixed effect 

model                             

                                      Separate Model                                                     Joint Model                . 

Effect                       Estimates(s.e)          95%CI                          Estimates (s.e)                95%CI 

Systolic blood pressure 

Fixed effects 

    Intercept                 128.19(2.814)      (122.66, 133.72)                128.46(2.801)        (122.89, 134.02)   

     SexMale                   5.122(1.540)        (2.093, 8.151)                   5.149(1.539)           (2.102,  8.197)    

     PrRural                     3.012(1.105)        (0.837, 5.187)                   3.0124(1.075)         (0.312, 5.713)    

     Age                            0.145(0.055)        (0.037, 0.252)                   0.146(0.020)           (0.032, 0.249)     

    Time                              -1.777(0.305)        (-2.379, -1.174)               -1.797(0.317)           (-2.424, -1.171)   

     SexMale×Time         -0.799(0.259)        (-1.292,-0.308)                 -0.809(0.257)           (-1.319, 0.293)   

     Age×Time               -0.011(0.009)        (-0.029,-0.007)                -0.014(0.008)            (-0.028,-0.007)    

  Random effects 

     Var(𝑎 10)                  130.09(15.124)      (104.88, 165.68)               133.16(15.036)        (107.56, 169.18)    

      Var(𝑏 11)              1.775(0.366)           (1.230, 2.786)                    2.010(0.357)            (1.401, 3.126)     

          𝜎1
2                       149.28(5.684)        (138.74,161.08)                147.53(5.613)          (137.12, 159.19)    

    

    Diastolic blood pressure 

    Fixed effects 

     Intercept               89.349(1.956)     (85.502, 93.197)                 89.351(1.967)          (85.482, 93.219)      

     SexMale                   2.842(1.068)         (0.740, 4.944)                    2.858(0.853)             (1.1840, 4.533)   

     PrRural                    0.463(0.834)         (-1.177, 2.103)                   0.423(0.828)             (-1.177, 2.083) 

     Age                           -0.076(0.039)        (-0.151, -0.001)                 -0.078(0.038)             (-0.153,-0.003)  

     Time                     -1.093(0.468)        (-2.016,-0.170)                 -1.097(0.475)              (-1.990,-0.204)      

    SexMale ×Time     -0.079(0.177)        (-0.296,-0.041)                 -0.048(0.167)             (-0.378, 0.285)         

    Age×Time             -0.024(0.006)        (-0.036,-0.013)                 -0.025(0.006)              (-0.037,-0.013)  
  
    Random effects 

    Var(𝑎 20)               53.698(7.498 )        (41.705, 71.755)               55.301(7.455)           (59.594,93.171)    

     Var(𝑏 21)             0.359(0.150)          (0.182, 1.013)                    0.483(0.142)             (0.267, 1.127)    

          𝜎2
2                   95.179(3.625)         (88.456, 102.70)               93.936(3.575)            ( 9.026, 9.694)   

     Common parameters   

        Corr. random effects      ρ                 -                                       0.824(0.199)            (0.421, 1.202) 
      −2log-likelihood                             30820.0                                                       30670.6 

              AIC                                         30836.0                                                       30694.6 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013 

ρ = correlation of the random   effects,   s.e= standard error, CI= confidence interval, 

AIC= Akaike information criteria    
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Here, the results from the separate and joint analyses are quite similar to each other but not 

identical. Clearly, systolic blood pressure and diastolic blood pressure show a strong direct 

relationship as evidenced by the correlation of the random effects in the joint model.  The -2 log-

likelihood value corresponding to the two separate models (fit as a joint model with appropriate 

covariance terms equal to zero) is equal to 30820.0.The -2 log-likelihood value for the joint 

model is 30670.6. A likelihood ratio test indicated that the joint model provided a significantly 

better fit than the two separate models (x
2
=149.4 df =4, p-value <0.0001). With regards to 

Akaike‟s information criterion (AIC), the joint model (AIC = 30694.6) is also indicated as a 

better fit than the separate model (AIC = 30836.0). Comparing the separate and joint models all 

parameter estimates for both continuous response variables are almost the same, except small 

changes. 

Comparing the continuous covariate age between the two types of models will yield further 

information of interest. The table 10 shows both the separate and joint model found a significant 

relationship between baseline age and SBP. Both were positively associated with SBP (slopes of 

0.145 compared to 0.146), however, the SE (0.055 compared to 0.020) is smaller for the joint 

model, hence the 95% CI is also tighter for the joint model. Both models also concluded a 

normal decrease with regards to baseline age for DBP. 

The estimated values for both the variance-covariance matrix (Table 8) and the correlation 

matrix (Table 9) also used for comparison purposes have been combined in Table 11, for both 

the separate models and the joint model. When comparing the results from the independent 

setting to the results from the dependent setting there are several points of interest. Notice how 

the joint model seems to decrease the variability in the random effects. Taking into account the 

SE‟s for the variance and covariance estimates, the joint model in general allowed for more 

accurate prediction (smaller errors) of the variability in the random effects, though just slightly. 
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Table 11: Estimates for the Covariance and Correlation Parameters in the Separate and Joint             

Models 

                 Covariance Estimates                       Correlation Estimates 

               Separate  Model         Joint Model                      Separate  Model            Joint Model 

 -2 Res         30820.0                   30670.6 

  AIC           30836.0                   30694.6 

𝜎𝑎1
2          130.09(15.124)           133.16(15.036)                         

𝜎𝑎1𝑎2
            -                             76.383(8.566)       

𝜎𝑎2
2           53.698(7.499)              55.301(7.455)       

 𝜎𝑎1𝑏1
    -10.872(2.172)             -11.542(2.073)      

𝜎𝑎2𝑏1
             -                              6.560(1.368)      

𝜎𝑏1

2          1.775(0.366)                  2.010(0.357)       

𝜎𝑎1𝑏2
             -                              6.218(1.321)      

𝜎𝑎2𝑏2     -2.446(0.964)                  2.842(0.803)      

𝜎𝑏1𝑏2
             -                              0.811(0.199)       

𝜎𝑏2

2          0.359(0.151)                  0.483(0.142) 

𝜎1
2        149.28(5.685)                 147.53(5.613)      

𝜎2
2        95.179(3.625)                 93.936(3.575)      

   30820.0                      30670.6 

   30836.0                      30694.6 

   1.000                          1.000  

                                      0.890       

                                      1.000 

  -0.715                        -0.705      

                                      0.622       

  1.000                           1.000    

                                      0.775      

 -0.557                          -0.550       

                                      0.824       

  1.000                           1.000 

149.28(5.685)       147.53(5.613)      

95.179(3.624)       93.936(3.575)      

    Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013                

              (-2 Res = log-likelihood, AIC = Akaike’s information criterion.)   

                     

In general, the joint model is preferred as it has a smaller log-likelihood and AIC than the 

separate model. Also, the SE‟s for the variance and covariance estimates are also evidence that 

the joint model is better than the separate models. 
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4.5. Discussion   

In this thesis, two methods were considered for fitting two response variables measured 

longitudinally, a separate linear mixed effects model and a joint model. Since a joint model 

building usually starts from separate models for each component, initially each data are analyzed 

separately.  Such separate analysis is preferred for several reasons. Firstly, it helps to specify the 

mean response of the model. Secondly, the random effects and fixed effects to be included in the 

linear mixed effect model can be easily determined, and thirdly initial values to be provided for 

the joint models can be obtained. 

In separate linear mixed model separate analysis of systolic and diastolic blood pressure were 

carried out. Before fitting the linear mixed model separately for each out comes, exploring the 

data analysis have been explored to understand the data structure and determine the relevant 

modeling approaches. From  individuals  profile  plot, we  observed  the  existence  of  

variability  in both SBP and DBP within  and  between  individuals.  The exploratory analysis 

result for mean structure (loess smooth curve) also suggested  that on average, both SBP and 

DBP measures slightly decreasing   in a linear pattern over  time, but the rate of decreasing is 

high in SBP than DBP.  This supports the results of Tomeckova  and Stanovska (2002) ,who 

found that the average values of BP in hypertensive patients at the end of the study was lower 

compared to the entry.  

In the separate linear mixed analysis of the systolic blood pressure, fixed and random effect 

components were selected to include in the model. In linear mixed model with only  intercept,  

intercept + time and  intercept + time + time
2
  were compared  for  the purpose  of  selecting  the  

best  random  effect  that  enable  to  account  the  variability  between individuals. The three 

models were compared using the AIC value and we got a model with intercept + time as random 

effect is the best and the variables to be included in the model were determined using backward 

variable selection method using R. Then, all the five covariates and their interaction term by time 

were considered, of these, family history with its interaction term by time  and place of residence 

by time were extracted to be included in the final model. In this regard, more or less the findings  

from separate logistic regression model by Oliveria et al., (2002)  supports  this results, who 

found that among socio-demographic variable age, sex  and  place of residence were 

significantly related with hypertension. But, family history and marital status were not 
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significant. The correlation structure; unstructured covariance, compound symmetric covariance, 

and autoregressive structure of order one, AR (1) were used and compared using AIC  in  order  

to model dependence among observations. Then, the covariance structure having small AIC 

value was accepted to be the best. Thus, unstructured covariance which had small AIC value of 

15934.6 was the most appropriate covariance structure of systolic blood pressure for the final 

model. 

Turning to the separate linear mixed analysis of the diastolic blood pressure, the same procedures 

has been used as a linear mixed analysis of systolic blood pressure. In linear mixed model with 

only  intercept,  intercept + time and  intercept + time + time
2
  were compared using the AIC 

value, we got the same results as a linear mixed analysis of systolic blood pressure, and the 

variables to be included in the model were determined using backward variable selection method 

using R. Then, the five covariates and all their interaction term by time were considered, from 

these, family histories with its interaction term by time and place of residence by time were 

extracted to be included in the final model. There was no clear published literature relating to 

separate analysis of diastolic blood pressure in hypertensive patients to support this evidence. 

But, Mancia (1999) in Tiruvallur district, South India, were more or less support this evidence 

for blood pressure in general not for a single diastolic blood pressure. The correlation structure; 

unstructured covariance, compound symmetric covariance, and autoregressive structure of order 

one, AR (1) were also used and compared using. Then, the covariance structure having small 

AIC value was accepted to be the best. Thus, unstructured covariance which had AIC value of 

14929.18 was the most appropriate covariance structure of diastolic blood pressure for the final 

model. 

After separate analysis of each response variables, a joint model using random-effects was used 

in a bivariate setting with longitudinally measured continuous outcomes. The two outcomes were 

tied together by a common distribution for the random intercepts and slopes, implying 

independence conditional on the random effects. The aim of the joint model is able to not only 

answer the same questions addressed as the separate model; it is also able to answer additional 

important questions about the association in the evolutions of the responses as well as the 

evolution of the associations (Fieuws and Verbeke, 2004). Results of the joint model in this 

study suggested a strong association between the evolutions of SBP and DBP. This result is 
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supported by Edwards and Fisher (2008); they showed strong association between repeated 

systolic and diastolic BP outcomes. The joint model also suggested a slowly increasing evolution 

of the association over time. In fact, there was no evidence in the literature of estimates for the 

AOE of DBP and SBP for hypertensive patients treated with anti-hypertensive drugs. But 

findings of John (2007) used the same model, who found a strong association between the 

evolutions and a slowly increasing evolution of the association between DBP and SBP over time 

for children ages two through eighteen. Furthermore, the additional information gained by 

incorporating information about the correlations between the responses was able to reduce the 

variability (standard errors) in both the fixed-effects estimates as well as the random-effects 

estimates. Such result is consistent with the previously published data on hypertensive patients 

blood pressure measurements (Hai and Wanzhu, 2012) using semi-parametric mixed model. 

Finally the two models were compared, the results from the separate and joint analyses were 

quite similar to each other for both systolic and diastolic blood pressure; all parameters were 

statistically significant, except sex by time insignificant in joint model for systolic and diastolic 

blood pressure. Based on AIC and log-likelihood value a joint model fitted a data better than 

comparing to separate linear mixed models. The covariates considered in this thesis were sex, 

baseline age, place of residence, time and family history. Using the joint analysis, sex, baseline 

age and place of residence were identified as positive risk factors for the change in SBP, but time 

is negatively associated with SBP. Sex is the only variable which is identified as a positive risk 

factor for the change in DBP, but time and baseline age are negatively associated with the 

change in DBP. The presence of family history (previously diagnosed HTP) did not have any 

association on the change of both SBP and DBP (Table 7). Some of the findings from joint linear 

mixed model by Chenglin et al., (2012) support this results, who identified age and previously 

diagnosed HTP were positively associated with change in SBP, but sex was insignificant for 

SBP. And they found age was negatively associated with change in DBP, but Sex and previously 

diagnosed HTP were positively associated with change in DBP. 
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CHAPTER FIVE 

5. CONCLUSION AND RECOMMENDATION 

5.1.   Conclusion  

In this study two methods were considered for fitting two response variables measured 

longitudinally. The result shows both the separate and joint analyses are consistent. But, the joint 

model  is  the  simplest  (less  complex) model  compared  to  the  separate model  because  its  

standard error of the parameter estimates is smaller. And also, the joint model has a very smaller 

AIC value which indicates that it fits the data better than the separate model. Hence, the joint 

model is not only the simplest model but also it results a better fit to the data. 

Based on separate analysis; the evolution of SBP and DBP measures were significantly differ 

with respect to time, sex, baseline age  and time interaction with sex and age of hypertensive 

patients. Moreover, on average SBP and DBP measure decreases in a linear pattern over time 

after patients initiated anti- hypertensive drugs. 

Based on joint analysis;  sex, baseline age and place of residence were identified as positive risk 

factors for the change in SBP, but time was negatively associated with SBP. Sex was the only 

variable which is identified as a positive risk factor for the change in DBP, but time and baseline 

age were negatively associated with the change in DBP. The presence of family history did not 

have any association on the change of both SBP and DBP. 

The joint model also suggested a strong association between the evolutions and a slowly 

increasing evolution of the association between systolic and diastolic blood pressure. 

5.2.  Recommendation  

Now days‟ different health sectors are spread all over the country and provide different types of 

treatments for hypertensive patients. But it is not enough only giving a treatment to patients 

under a follow up clinic, also it is important to know factors that contribute to the progression of 

the blood pressure. In this study, the progression of blood pressure was found to be different in 

all patients due to age, sex, place of residence and time. Further studies are required to improve 

the progression of blood pressure together with the necessary variables. In addition, 

governmental and non governmental body gives awareness for health workers to record all the 
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necessary variables during follow up time to see the change of the disease within and between 

subjects overtime using longitudinal data analysis. 

Even though, separate model is most common practice for researchers to model several outcomes 

involved in a disease process, the joint model is also able to address the same questions as 

separate model with more accuracy (smaller standard errors) while addressing additional 

questions that may be of great interest to the researcher, such as the AOE and the EOA of the 

responses. Thus, fitting joint model is recommended for researches to any types of multivariate 

response variable. In this study, it is focus on only two response variables, for future work, one 

might want to look at modeling more than two response variables over time.  

                                          Limitation of the Study 

This thesis is not done without limitation. In Ethiopian context repeated (longitudinally) 

measured data were not extracted well and it is very limited to specific area to obtain, in spite of 

this, it is preferred to extract data from medical cards of those already visited and registered at 

the respective hospital. There are many prognostic factors of hypertensive patients, such as; 

alcohol use, smoking status, body mass index, level of education, marital status, exercise and 

other. In this thesis, it is limited only to the four covariates. This is because all the necessary 

variables were not recorded on the patient‟s card, except those four covariates. Despite the above 

limitations, this study used two longitudinal response variables using joint model, but there were 

no related published literatures on the country to compare and contrast the findings of this study 

obtained through both the joint and separate modeling frameworks in the local context. 
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                                                ANNEX  

 I:  Fixed effects component with all covariates with the corresponding estimates and time 

interactions for SBP and DBP     

  Table 12: Fixed effects component with all covariates with the corresponding estimates and time 

interactions for SBP.  

     Effect                          Estimate              S.e          DF            Pr > |t|                95% CL                                 

     Intercept                      128.93             2.146        1940          <.0001               (124.72. 133.14)     * 
      SexMale                         4.137           1.075        1940           0.0001                (2.027,  6.247)       * 
      PrRural                         3.093            1.051        1940           0.003                  (1.032, 5.155)        * 
      FhYes                           -0.132            1.054        1940           0.900                  (-2.198,  1.936) 
     Age                                 0.134            0.038       1940            0.003                  (0.064,  0.216)       * 
     Time                             -1.575            0.296        1940           0.0001                (-2.156, -0.993)     * 

     Time×SexMale            -0.443            0.190       1940            0.019                  (-0.816, -0.071)     * 

     Time×PrRural             -0.020            0.187       1940            0.912                 (-0.388, 0.347) 

     Time×FhYes                -0.133            0.185       1940            0.471                 (-0.496,  0.229) 

     Age×Time                   -0.008            0.007       1940            0.225                  (0.023,-0.005) 

 Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

  * indicates  statistical  significance at 0.05 level of significance . CI=Confidence   

Interval, S.e=standard error.AIC value= 16253.08 

 

Table 13: Fixed effects component with all covariates with the corresponding estimates and time 

interactions for DBP 

Effect                             Estimate         S.e                 DF             Pr > |t|                     95% CL                                 

  Intercept                        89.497        1.618           1940            0.0001                  ( 86.323,  92.670)   * 
  SexMale                          2.487         0.810           1940            0.002                       (0.897,  4.077)     * 
  PrRural                           0.810         0.792           1940            0.306                       (-0.743,  2.364) 
  FhYes                            -0.319         0.795            1940            0.688                       (-1.8776, 1.239) 
  Age                               -0.075          0.029           1940            0.009                        (-0.133, -0.018)   * 
  Time                             -0.974         0.393           1940             0.013                        (-1.745,-0.203)   * 

  Time×SexMale             0.198         0.143           1940             0.166                        (-0.082,   0.479) 

  Time×PrRural            -0.036         0.141            1940             0.798                       (-0.3132,  0.241) 

  Time×FhYes               -0.022         0.139            1940             0.874                       (-0.295,    0.251) 

  Age×Time                  -0.019         0.005            1940             0.0002                     (-0.030,-0.009)     * 

 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

  * indicates  statistical  significance at 0.05 level of significance . CI=Confidence   

Interval, S.e=standard error AIC value= 15150.77. 
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 II: Separate Linear Mixed effects model with all covariates with the corresponding 

estimates and possible time interaction for SBP and DBP  
                                      

    Table 14: Linear Mixed effects model with all covariates with the corresponding estimates 

and time interaction for SBP 

Effect                           Estimate         S.e                    Pr > |t|                      95% CL                                 

Intercept                     128.44          3.062               0.0001                    (122.42, 134.47)               * 
 SexMale                     5.084            1.547               0.0011                     (2.041,  8.127)                 * 
 PrRural.                     3.414            1.497               0.023                       (0.469,  6.359)                 * 
 FhYes.                       -0.537           1.503               0.721                        (-3.492, 2.418)         
 Age                             0.12             0.055               0.011                        (0.033, 0.250)                 * 
Time                          -2.062            0.369               0.0001                      (-2.791, -1.333)              * 

 Time×SexMale        -0.795            0.252               0.002                       (-1.293,-0.297)                *    

 Time×PrRural         -0.101            0.246               0.684                        (-0.586, 0.386) 

 Time×FhYes             0.119            0.246               0.626                        (-0.364, 0.604) 

 Age×Time               -0.012            0.009               0.210                        (-0.029, 0.006) 

     Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

 * indicates  statistical  significance at 0.05 level of significance . CI=Confidence Interval,      

S.e=standard error AIC value= 15940.16. 

 

Table 15: Linear Mixed effects model with all covariates with the corresponding estimates and 

time interaction for DBP 

Effect                                          Estimate            S.e                       Pr > |t|                95% CL                                 

Intercept                                     89.732            2.141                     0.0001            (85.521, 93.942)        * 
  SexMale                                      2.778            1.075                     0.0102              (0.663,   4.893)        * 
  PrRural                                       0.935            1.045                     0.372                (-1.120, 2.989)   
  FhYes                                        -0.251             1.048                     0.811                (-2.311, 1.809)   
 Age                                            -0.077             0.038                     0.046                (-0.152, -0.001)       * 
 Time                                          -1.145             0.511                     0.026                (-2.153, -0.137)       * 

 Time×SexMale                          0.045             0.164                     0.785                (-0.279, 0.369) 

  Time×PrRural                         -0.132             0.162                     0.415                (-0.452, 0.188) 

  Time×FhYes                             0.065             0.159                     0.685                (-0.251, 0.381)   

  Age×Time                               -0.025             0.006                    0.0001               (-0.037, 0.013)       * 

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

 * indicates  statistical  significance at 0.05 level of significance . CI=Confidence   

Interval, S.e=standard error AIC value= 14937.28. 
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III: Joint Linear Mixed effects model with all covariates with the corresponding estimates 

and time interaction for SBP and DBP  

 

Table 16: Parameter estimates and standard errors for the Joint linear mixed effects model with 

all covariates and time interaction for both SBP and DBP  

                                          SBP                          .                                                         

Effect               Estimate (S.e)           P. value           95% CL 

          .                       DBP                   . 
Estimate (S.e)          P. value          95% CL                                                           

Intercept       128.44 (3.062)            0.0001  (122.42, 134.47)* 

SexMale               5.083(1.547)        0.0011      (2.041, 8.127)* 

PrRural                3.414(1.497)        0.0232      (0.469, 6.359)* 

 FhYes                 -0.537(1.503)        0.7209     (-3.493, 2.418) 

 Age                     0.142(0.055)         0.0107      (0.033, 0.250)* 

Time                   -1.782(0.334)        0.0001  (-2.442, -1.122) *    

Time×SexMale  -0.795(0.252)        0.0019    (-1.293, -0.297)* 

Time×FhYes       0.119(0.246)        0.6263     (-0.365, 0.604) 

Time×PrRural   -0.1004(0.246)     0.6842      (-0.586, 0.385) 

Time×Age          -0.011(0.009)       0.0102    (-0.029,-0.006) * 

89.374(2.127)    0.0001     (85.190, 93.557)*   

2.808 (1.073)      0.0093       (0.698, 4.918) * 

0.822(1.041)       0.4299     (-1.224, 2.869) 

-0.190(1.045)      0.8556      (-2.244, 1.864)    

-0.078 (0.038)     0.0435    (-0.153, -0.002)* 

-1.145(0.512)      0.0263    (-2.153, -0.136)* 

 0.029(0.163)       0.8553      (-0.293, 0.352)    

 0.045(0.159)       0.7760      (-0.269, 0.359)     

-0.094(0.160)      0.5595       (-0.410, 0.223) 

-0.025(0.006)      0.0001     (-0.037,-0.013)*    

Source: Jimma University Specialized Hospital, Ethiopia; from September, 2011 to July, 2013  

  * indicates  statistical  significance at 0.05 level of significance . CI=Confidence   Interval, 

S.e=standard error, AIC value= 30865.4 
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                          IV: Model diagnostics for Separate Linear Mixed Model  

  

Figure 7: Residuals vs observed id numbers 

 

Figure 8: Normal Q-Q points for random effects 
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Figure 9: Q-Q plots for random intercept and slopes 

 

Figure 10: Residuals vs fitted value 

 




