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Abstract

Background Anemia in pregnancy is related to different sadésnographic, dietary and
economic factors, Mother’'s age, educational stataenomic position, and antenatal care were

significantly associated with anemia during pregyan

Objective To fit an appropriate statistical model and idgnpbtential factors of anemic status

among pregnant women in Ethiopia

Methods A cross-sectional but cluster study carried outedasn the secondary data of the
Ethiopia Demographic Health Survey. Data of a tofal277 pregnant women of reproductive
age (15-49) were included in the analysis. Dataewrainly analyzed using that SAS software
offers for the analysis of binary responses witlredated data (GENMOD procedure), and both
marginal and cluster specific data (NLMIXED procegu It has been showed that each of them
estimates parameters from among different staisttodels and comment on the interpretation
of parameters and the statistical properties ofbéhods involved. For the categorized response
variable (non normal response), General linear maner dispersion, Generalized Estimating
Equation, Generalized Linear Mixed model, and Maaized Multilevel model were used to

identify the associated factors of anemic statusragipregnant women.

Result: some of covariates for the marginal modeéaled that pregnant women those lived in
urban had 0.8620(= 0.0013 times lower risk than those who lived in ruraltioe probability that
the pregnant women those who lived in urban ha8%3imes less likely to develop anemia than
those who lived in rural, on the other hand thegpamt women whose education status was poor
had 2.087(p-value=0.0001) times higher risk toellgy anemia than those whose education
status was higher .Similarly, the number of pregmaamen who had HIV —positive had 1.39
(p = 0.0001)times higher risk than their counterparts and simmésults were obtained in cluster

specific and marginalized multilevel model.

Recommendatian Government should design strategies and policiesertbance women
education to make them independent in socio-ecomaml cultural decision, which directly and
indirectly affect women health status due to anemhia recommended that the remaining factors

that have not been included in this study coulthbrided in future studies.
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1.Introduction
1.1. Background of the study

Anemia is one of the most widespread public hegitbblems, especially in developing
countries. It impairs cognitive development, readuplysical work capacity and in severe cases
increased risk of mortality particularly during pegal period (WHO, 2001). Anemia in pregnant
women is defined hemoglobin levels less than 11YdHO, 1996). It is usually caused by iron
deficiency, which is the most common nutrient deficy in the world. It has been estimated
that, at any one time in developing countries, b&the population (mainly children and women
of reproductive age) is affected by anemia (Hergbend Galan, 1992). During pregnancy,
approximately 75% all anemia diagnosed are dueadto deficiency (Sifakis and Pharmacies,
2000). Estimates in Kenya and Nepal suggest thaltvaorm infection causes 30 percent and 41
percent, respectively, of moderate or severe cagemanemia among pregnant women
(hemoglobin level, < 9 g per deciliter. Studiehiinica and Asia reported a higher prevalence of
anemia and its association with women of age < &frgy third trimester of pregnancy, rural
residents and multifarious women (Singh and Fo®§8)L. Anemia in pregnancy is also related
to different socio-demographic, dietary and ecomorfactors. Mother's age < 20 years,
educational status, economic position, and anterai® were significantly associated with
anemia during pregnancy in a study conducted imalfBechuramet al, 2006).In Ethiopia,
anemia is the most frequent morbidity among pregmneamen with the prevalence raging from
23 to 66.5% (Tadios, 1996, Gebremedin, 2004). Theran urban rural difference in the

prevalence of anemia.

Anemia is a condition characterized by a decreaste concentration of hemoglobin in the
blood. Hemoglobin is necessary for transportinggexyto tissues and organs in the body. The
reduction in oxygen available to organs and tisswb®n hemoglobin levels are low is
responsible for many of the symptoms experienceadrm®mic persons. The consequences of
anemia include general body weakness, frequerdn@es, and lowered resistance to disease.
Anemia can be particularly serious problem for peeg women, leading to premature delivery
and low birth weightOverall, morbidity and mortality risks increase fodividuals suffering from
anemia. Anemia is classified as mild, moderate erese based on the concentrations of
hemoglobin in the blood. The cutoffs values usedafining each of these levels vary according

to age and, for ever married women, pregnancys@au-O, 2001).
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1.2.Statement of the Problem

Anemia in pregnancy causes significant maternalbiday and mortality in the developing

countries including Ethiopia. The burden and undeg factors are varied even within countries
in such a way that anemia in pregnant women ige@leo different socio-demographic, dietary
and economic factors. According to WHO's estimakes global prevalence of anemia in
pregnant women is 68%. In Africa its prevalencessmated to be 66.8%. In Ethiopia, anemia
is the severe public health problem affecting 62.@%pregnant mothers and 52.3% non-
pregnant women. This study, therefore, attemptsieatify determinant factors of the case of
anemia among pregnant women in Ethiopia and cornsglelustered data from EDHS, 2011 by

addressing the following research questions:
v" Which model is best fit for the data of anemic ampregnant women?
v" Which covariates are the most determinant facmrafiemic among pregnant women?

v’ Is there a significant variation or regional hetgoeity as well as cluster heterogeneity

in suffering from anemic among pregnant women?

1.3.0bjective of the Study

1.3.1.General Objective

To assess the magnitude and factors associatgésgl amemic in pregnant women

1.3.2.Specific Objectives

The specific objectives of the study which showdalocomplished to achieve the general

objective stated above are:
v' To estimate the prevalence of anemia among pnéegv@men in Ethiopia.

v' To fit an appropriate statistical model and idgntife potential factors affecting anemic

status among pregnant women in Ethiopia.

v' To see the cluster variation of anemia among pmgmamen



1.4. Significance of the Study

This study is mainly useful to understand how thester structure of the data in which the
magnitude of the random effects and correlatiomcstire are under consideration in the analysis.
It may serves as stepping-stone for those whonaeeeisted to undertake an in depth research on
issues related to the death of pregnant womenalaeemia in Ethiopia. This study will help to
the stakeholders to reduce maternal and infantatityrrate due to the severity of anemia, and
clarifying the main determinant factors that sigiahtly affecting among pregnant women due

to anemia. Generally, this research is expectgivoidea to those focuses on this area:

> The results of this study will give information toncerned bodies in setting, policies,
strategies and further investigation for decreasiiregseverity of anemia among pregnant

women in Ethiopia

> To give emphases on the factors those have stresariation with pregnant women so
that policy makers act on accordingly.

> To introduce(familiarize) different statisticaloatel for analyzing biological as well as

socio- demographic factors for health staffs ad aglelated researchers

> | hope, this study may also be used as a stegtoree for further studies.



2. Literature Review

2.1. Burden of anemia in pregnancy

The health conscious world community has come dbze that anemia, the majority of which is
due to iron deficiency, has serious health andtfanal consequences are wide spread especially
among tropical low income populations and that nebsts nutritional component is controllable
with a very high benefit/cost ratio. Women of flertage and pregnant—lactating as well as their

infants and young children are particularly affeicté/HO, 1991).

Anemia in pregnancy, (hemoglobin level <11g/dl afreed by World Health Organization is a
major public health problem, especially in devehgpcountries (de Benoist al., 2008) . Recent
statistics indicate that anemia affects 41.8% afgpant women globally, with the highest
prevalence in Africa (WHO, 2006). Fifty seven petcef pregnant women in Africa are anemic,
which corresponds to about 17 million affected womeith severe consequence on health,
social, and economic development (de Benstistl., 2008). Studies in Africa have shown a high
prevalence of anemia in pregnancy ranging fromot83% in different settings (Medsa al,
1999). There is however significant variation iryalence of anemia, both within and between
countries, necessitating a need for local dataelp imform preventive programs. Anemia in
pregnancy is associated with negative consequesrcédth the woman and neonate. Foetal
anemia, low birth weight (LBW), preterm birth, iatiterine growth restriction, and prenatal
mortality have been associated with anemia (SctéBb4; Kidantcet al, 2009). In the women
themselves it may cause low physical activity ancréased risk of maternal morbidity and
mortality, especially in those with severe anen8ahll, 1994; Allen, 2000; de Benoist al,
2008)

2.2. Several Risk Factor for Anemia among Pregnant Women

Poor dietary status reflected by low socio- ecomostatus makes micronutrient deficiency both
clinical and subclinical relatively more commonll these factors deplete the micronutrient stoffes o
the mother, to the extent that she becomes anardithés brings a more severe outcome for both the
mother and the child reported by (Bondevik &Abdl02). Yuan Xing et al (2009), on study reported
that an average of 63 percent of mothers were anami that the gestational age, ethnicity,
residence and low income amounted significantlyhto Hb level and the occurrence of anemia in
pregnant mothers and reported 41.58% in pregnamem of Qingdao province of China were

anemic and the subjects with iron deficiency andmaid much higher rates of vitamin C, foliate and
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B12 deficiencies than those in the non anemic sthjand especially in the deficient rates of
ascorbic acid and foliate in the anemia group. édeer, they observed that the decreasing trends of
Hb concentrations were accompanied by the decredsssum levels of vitamin A, ascorbic acid,
foliate and B2 and concluded that multiple vitamin deficienciesynb@ associated with anemia in

pregnant mothers in the last trimester.

However, the work of Karaoglu et al (2010) on prgnwomen of East Anatolian province of
Turkey, reported percentage of 27.1% of anemigrmaet women, having four or more children and
being in the third trimester. Their finding also svassociated with soil eating habits of pregnant

women. Most of the@nemiarecorded was norm ocytichormochromic indicatingedi anemia.

Many studies explained the status of anemia in gr@et mothers depended on the
socioeconomic level (ldowu et al (2005),illitera@xtremes of mother’'s age, grand gravida,
short pregnancy intervals and age of gestationmbasuring the status of anemia thre
population, hemoglobin (Hb) concentration is thestnliableindicator as opposed to clinical

measures.



3. Methodology

3.1. Source of Data

The source of data for this study has been use®@ié Ethiopia Demographic and Health
Survey (EDHS), which obtained from Central StatatiAgency (CSA). It was the third survey
conducted in Ethiopia as part of the worldwide Dgnaphic and Health Surveys project. The
2011 Ethiopian Demographic and Health Survey, wesigthed to provide estimates for the
health and demographic variables of interest fer ftillowing domains. Ethiopia as a whole;
urban and rural areas (each as a separate doraath}t1 geographic administrative regions (9
regions and 2 city administrations), namely: Tigwfar, Amharic, Oromiya, Somali,
Benishangul-Gumuz, Southern Nations, Nationaldied Peoples (SNNP), Gambela and Harare

regional states and two city administrations, thafddis Ababa and Dire Dawa.

The principal objective of the 2011 EDHS was tovte current and reliable data on fertility
and family planning behavior, child mortality, adahd maternal mortality, children’s nutritional
status, use of maternal and child health servikeswledge of HIV/AIDS, and prevalence of
HIV/AIDS and Anemia in general and the sample sif¢he population under the study was
1277 pregnant women.



3.2. Variables
3.2.1.The dependent variable

Often in many epidemiologic, biomedical and reldiettls of studies, the outcome of interest is
a binary variable such as anemic versus non andmisuch circumstances, it is possible to
employ plausible statistical tools for estimatitge tmagnitude of the association between the
response variable of interest as a function of pedeent predictor variables. The association
provides information about the risk of developimga@utcome. In practical advantage of using
statistical methods for binary response over siegiismethods for continuous response variable
in epidemiologic research is that parameter esémat the possible risk factors can be directly
converted to an odds ratio, which is interpretaBléditionally, the use of binary outcome for

defining anaemia and its severity at the populaterel, as well as the chronology of their

founding allows the identification of populatiortsgaeatest risk of anaemia and priority areas for
action, especially when resources are inadequatgew of the above, the hemoglobin level was
first dichotomized based on the cut-off points esatibed in literature view leading to the binary

response:

1if Hb level < 11g/dl

0 if Hb level > 11 g/dl Where 1 was coded for anemic and O

respnse(anemic status) = {

has coded as non anemic.



3.2.2.Predictor (explanatory) variables

The explanatory variables that would be includezl @tplained as follow. The choice of these
variables is guided by different literatures asdbéerminant factors for anemia among pregnant
women. These categories of the independent vasabdee coded starting from zero to make it
appropriate for further analysis using differemitistical models. Such explanatory variable are :
Age, Region, Religion, Residence, occupation, snpldtatus, HIV+/-, wealth index, Vitamin

intake, marital status and education.

Table 3.1 Coding and description of explanatoryaldes

Covariates Description categories

age age of individual (15-26)=0,(27-38)=1,(39-50)=2

estatus education status  0=no edu,l=primary,2++=secoundary,3=highe
occup occupation 0=non employed,1=employed

Rel Religion 1=ortho 2=catho 3 =prot,4=musl,adtr

winx Wealth index 1=poorest,2=poor ,3=middle.4=riche,5heist
sm.status smoking status 0=non smoked,1=smoked

mar. Status marital status 0=sing,1=marr,2=Ilwp,3=widow,4=divor,53ep
vitk vitamin intake 0=no vitamin intake,1=vitamin intake

resid residence 2=rural ,1=urban

HIV HIV O0=HIV-,1=HIV+

Reg Region 1=tgray,2=Afar,3=Amhara,4=Oromiya

5=Somali,6=B.Gumz,7=SNNE>ambela

9=Harar,10=AddisAbaba,Diredawa

Where nollwp =no longer lived with partner, limlpng lived with parner



3.3. Statistical Models

3.3.1.Generalized Linear Model

Generalized linear models (GLMs) extend ordinagression models to encompass non normal
response distributions and modeling functions ef tiean (Agresti, 2002). Three components
that specify a generalized linear model are randomponent, which identifiethe response
variable Y and its probability distribution; a sgstatic componenspecifies explanatory
variables used in a linear predictor function; andink function specifies thefunction of
expected value of the response variable that thdehexuates to the systematic component. In
general, GLM is a linear model for a transformedamef a response variable that has

distribution in the natural exponential family.

Generalized linear model assumes the responseblemiare independent (the dependent
variable which is anemic status are independeninoorrelated. In clustered data, observations
are usually taken from the same unit, and thus itlffmation forms a cluster of correlated

observations. For instance, in the EDHS the dependariable (anemic status for pregnant

women) was measured once for each eligible motiested within clusters from each region.

Generalized linear models (GLMs) extend ordinagression models to encompass non-normal
response distributions and modeling functions ef tiean (Agresti, 2002). Three components
that specify a generalized linear model are randomponent, which identifies the response
variable Y and its probability distribution; a sgstatic component specifies explanatory
variables used in a linear predictor function; andink function specifies the function of

expected value of the response variable that th#ehwquates to the systematic component. In
general, GLM is a linear model for a transformedamedf a response variable that has

distribution in the natural exponential family.

A random variable Y follows a distribution that begs to the exponential family, if the density

function is of the form

f(y/0,4) = exp{¢ " [y8 — (O] + c(y, $)}

, for a specific set of unknown parametérand¢, and for known functiong(-) and c(-,-). The
paramete® is called the canonical parameter and represaetsotation whileg is called the

dispersion parameter and represents the scale p@marand for the Poisson and binomial



distribution it is fixed to be one (Faraway, 2008y important property of the GLM is the

functional relation between mean and variance. .
3.3.2.0ver dispersion Model

In practice, many types of outcomes using standardels within the GLMs for their analysis,
such as binomial and count observations, oftenb@xriability exceeding what is predicted by
the binomial or Poisson distribution (Molenberghsak, 2010).The standard Bernoulli model
assumes that the mean and variance depend on perglmeter. Though a set of i.i.d. Bernoulli
data cannot contradict the mean variance relatipnghmay not hold true for data having a
hierarchical structure of the form successes out of; trials, such as in cluster and longitudinal

studies.

A simple quasi-likelihood approach uses the vagafunctiorvar(m;) = @*@ In this

l

context, if @ > 1, over dispersion is said to occur. An elegant viayaccount for over
dispersion in clustered binary and binomial datghi®ugh inclusion of beta random-effects,
leading to the so-called beta-binomial model, incktthe Bernoulli model is combined with a
beta Distribution (Molenberghs and Verbeke, 2005).

3.3.2.1. Beta —Binomial model

The beta-binomial model can be introduced by réggiconjugacy on the one hand or, as done
here, it can be generated from first principlese(Bikn 1948, Kleinman 1973, Molenberghs and

Verbeke 2005) on the other. The model follows frmming the binomial parameter over a beta
distribution. Suppose tha% ~Bin(n; ,m;y gnq mi~beta (a;, f;)where 0 < m; < 1 witha; >

0 and andp; = 0.The density, mean, and variance fgrthen easily follow:

1 — 11, ) Bi-1 (i1
f(T[i):B(O.’:iL B ( T[l) &
a;
E(m;) =
(m;) Bta,
vvar(m;) = Piay

(ai+Bi+1)(a;+p;)2

n; y(a; + By (a; + B — z)y(a; + By)
(n; — z)! z; (n; + a; + By (a)y(B:)

1
F@) = [ fes fmodn =
0 )

10



Likewise, these elements fdfare:

_ Zi\, _ _ _ (@)
(B @) = BE (1) = Emz) = EZ) = migg o =y

i Zi
var(z) = E(var (71) + var(E () = nan(1~ )+ = m)(Gra gy

L

It is easy to show that the correlation between tary outcomesy;; andy;y, j.,from the same

1
(ai+pi+1)

marginal density can be rewritten as

cluster i equals; = ( the

). By using this expression in combination withi = (afﬁ_),

f(Z) = (Z;) B [lli (,011 - 1) +2z;(1—z) (,Oil) +(n; — Zi)]

1 1
/B(| s (E>_1 A= )G e (3

In applying the beta-binomial model it is commont ot absolutely necessany;to assume
and B; constant across i. The parameter is the dispemaoameter which is constrained to be
positive in the beta-binomial model. Wher= 0, the ordinary binomial variance results. Also,
for n; = 1, the Bernoulli model is recovered. Over disper occurs whep > 0. The beta-
binomial model allows for modeling the;’s with a linear predictor through a link
functiong (1;) = xi'B.The cluster-specific dispersion parameigrcan also be modeled through
Fisher's z transformation (Molenberghs and Verb2R85).The beta-binomial model assumes

the b;to come from a beta distribution with parameterandg .The parameter and gcan

depend on covariates, but this dependence is temiyairopped from notation.
3.3.3.Marginal Model

Marginal models are among the most statistical nsog&lely used to model clustered as well as
repeated data. In marginal models, the main séierbjective is to analyze the population-

averaged effects of the given factors in the stuayhe binary response variable of interest. This
means that the covariates are directly relateti¢aniarginal expectations. The marginal models

fitted in this cluster data included the GeneraliEstimating Equations (GEE).

For binary data, recently, Balemi and Lee (199%amied —finite expansion bias and efficiency

of the estimates from GEE approaches with missispeccorrelation matrices. The main

11



findings are :i) bias and efficiency depend ond¢bmbination of a number of characteristics of
the data :cluster size, intra cluster correlaticovariates , intra cluster correlation response
variable ,variability of cluster size and theatele response association and ii)the performance

of GEE is excellent for moderate degree of respooarelation small clusters.

Furthermore, GEE is non-likelihood method thatsuserrelation to capture the association
within the clusters or subjects in terms of marbowarelations (Molenberghs & Verbeke, 2005).
For clustered as well as repeated data, (Liang §e7&986) proposed GEE which require only
the correct specification of the univariate maagidistributions provided one is willing to adopt
“working” assumptions about the correlation struetuThe “working” assumptions as proposed
by Liang and Zeger included independence, unstreditexchangeable and auto-regressive AR
(1). Independence and exchangeable working assomsptcan be used in virtually all
applications, whether longitudinal, clustered, rwaliate, or otherwise correlated. Auto
regressive AR (1) and unstructured correlationcstmes are less relevant for clustered data,
studies with unequally spaced measurements andégueaces with differing lengths
(Molenberghs and Verbeke, 2005).

3.3.3.1. Independence Structure

In GEE, the model assumes independeent correldtyomlefault. With this structure the
correlations between subsequent measuremestsassumed to be zero or measurements

are independent to each other within individualghagiven cluster .
3.3.3.2. Autoregressive (AR)

Box et al (1994) described the family of correlation stuet which includes different classes
of linear stationary models: autoregressive modeisying average models, and mixture of
autoregressive-moving average models. Autoregressiodels express the current observation

as a linear function of previous observation pliaoscedasticty noise term.
3.3.3.3. Exchangeable correlation structure (compound symmey)

It assumes the correlations between subsequentuneeasnts are assumed to be the same,

irrespective of the cluster data. Generally, asagmib missing data, the J x J covariance matrix

yismodeledas V , = & Ai%RiAi%

12



Where ® is a glm dispersion parameter which isuassl 1 for binary categorical data,

A; is a diagonal matrix of variance functions, aRd is the working correlation matrix of Y.

Generalized estimating equations (GEESs) can be tasetwbdel correlated data with the variance
covariance matrix V by iteratively solving the guascore equations. The score function of a
GEE for 8 has the form

N ou, -1 _ _
;l(ﬁjvi (Y, u,;) =20

Where 4, is the fited mean, which is given byg(y,) =X, foovariates

X = X1y Xig yeeeeneermennnens X, and regression parametef= 5,5, ,.c..ccccveerune. B Startiry

as the identity matrix an@=1, the parameter3  are estimated by solving ezpmtis follows.

. oLl 0
i.e. in normal casg, Xpf a%ég[—' x=V,=®R
j

z (Xit):zi_l(Yi - H;)=0

i=1

More generally, because solution only depends emikan and variance of y, these are quasi
likelihood estimates. The estimates from a GEE yammalare robust to miss-specification of the

covariance matrix (Liang & Zeger, 1986), the regression parameter estimates are cartsiste
even for independent covariance matrix. Upon cayeece, in order to perform hypothesis tests
and construct confidence intervals, it is of ing¢r® obtain standard errors associated with the

estimated regression coefficients. These standacdseare obtained as the square root of the

0
diagonal elements of the matnnar(3)

Two models are compared using generalizeddWest for GEE and likelihood ratio test

for GLMM or simply backward selection technique.

LetY;, = (¥j1, .....yjnj)’ be the response values of observations ffBmiuster j = 1,2,....,m
follows a binomial distribution i.€;~Bino(n;,mr;) that belongs to the exponential family with

the density function of the form. Then to model tledation between the response and

covariates, one can use a regression madalas to the generalized linear models given
by:
13



g = logit(m;) = X';B
Where, g(m;)= logit link function,
Xj= (n; X p) dimensional vector of known covariates.
B= (1 x p) dimensional vector of unknown fixed reggien parameter to be estimated

E(Y;) = m; is expected value of the response variable.
3.3.3.4.  Parameter Estimation for GEE

Here GEE is not likelihood approach, rather it isasj-likelihood based and estimaf@es by
solving estimating equations which consist of therking covariance matrik;. The score

equation used to estimate the marginal regressicangeters while accounting for the correlation

. -1
structure is given bysS(B) = ZZIZ—;’,[A}/ZRJ-A}/Z] (Y, — mj) =0 .Where R; is working

1 1
correlation matrix, and the covariance matrix‘pfs decomposed in tzaj/szAj/2 with A; the

matrix with the marginal variances on the irmdiagonal and zeros elsewheié,
multivariate  vector of asymptotically normal respe variables with mean vectas; i.e

Y; = N(X;8,V;). An advantage of the GEE approach is thatields a consistent estimator

of ,5’ even when the working correlation matkixis misspecified. However, severe

misspecification of working correlation may serityuaffect the efficiency of the GEE estimators
(Molenberghs & Verbeke, 2005).

3.3.4.Generalized Linear Mixed Model (GLMM)

An alternative way to fit a longitudinal (clustemodel to non-normal response data is to fit a
generalized linear mixed model. These models sam@lar to the ones fit in GEE because
the normality assumption regarding the err@rms is relaxed. Some of the error
distributions supported by generalized linear mixaddels include the binomial, Poisson,
gamma e.t.c. These models also support a largetyanf link functions, which include the
logit, log, and reciprocal. The type of responseiable determines the distribution and link
function for the model. Since the response variémeGLMM was categorical, binary data the
logit link function was used to identify the assded factors of anemia among pregnant women.

However, unlike the models fit in GEE, getieed linear mixed models have the

14



flexibility to specify random effects and alsmdenerate subject-specific parameter estimates

(Verbeke & Molenberghs ,2005). Lef,  denote the raspdor findividual at " cluster. Y, is

categorical response variable with each followgarnial distribution.

Generalized linear models (GLMs) is one parts dbjestt specific models which extends
ordinary regression by allowing non-normal respsnaed a link function of the mean. The
generalized linear mixed model is a further extemshat permits random effects as well as fixed
effects in the linear predictor (Agresti, 2002).

Let y;; denote the response oftindividual pregnant women fronjt*cluster wheré =

1L,2........n; and Y; the n; dimensional vector of all measurements availabte f
clusterj(region). Let f(b;j/D) be the density of thev(0,D) distribution for the random
effectsb;. Assumed conditionally on g-dimensional randomee&f b; to be drawn

independently fronV (0, D), the outcomey;; of Y; are independent with the density of the form

fj(yij/bjﬁ'q)) = exp{q)_l[%j@ij - ¢(9ij)] + C(}’ij;(l)};

Then the generalized linear mixed model (Molenbg@id Verbeke, 2005); with logit link is
defined as lOglt(T[U) = X,ijﬁ +Z,l]b]’ ] =
1,2,....m

Where,E(Y;;/b;) = m;;, is the mean response vector conditional randoectffmodels can be
fitted by maximization of the marginal likelihoo@btained by integrating out the random
effects. Such likelihood may involve high-dimensbrintegrals that cannot be evaluated
analytically. The likelihood of the data expresssda function of unknown parameters is on the
random effects;, for pregnant women in clustg¢rand, X;; andZ;; arep-dimensional and-
dimensional vectors of known covariate values. fdrelom effect; are assumed to follow a

normal distribution with mea@ and covariance matri@.

3.3.4.1. Parameter Estimation for GLMM

L(B,D,d) = nfj(Y]-/ﬁ,D,@ = 1_”nﬁj(ﬁj/bj'D"i))f(bj/D)dbj
j=1 j=1 = j=1

It is the integral over the unobserved random é&sfed the joint distribution of the data and

random effects. The problem in maximizing is theesgnce of m integrals over the q-
15



dimensional random effects. With Gaussian data, the integral has a closed fwiution and
relatively simple methods exist for maximizing tielihood or restricted likelihood. With non-

linear models, numerical techniques are needed.
3.3.4.2. Model Building for GLMM

Under the GLMM for clustering, random effects areluded the model to address the between-
region and within-region variations. These will hetroduced in the generalized linear mixed
model due to the fact that, the probability of gmant women with the severity of anemia are

possibly varies for individuals within the sameioeg as well as individuals in different regions.
3.3.4.3. Model Comparison in GLMM

This study will be used Likelihood ratio test amdormation criteria to select the best model
based on the values of asymptotic estimatitmgrder to decide on the best of the two random
effects models, two models will be fitted, onehwihe two random intercepts (between and
within clusters variations) and another one withe eandom intercept(within cluster variation).
One can use the approximate restricted maximuntifib@d ratio test (LRT) to compare these

two models (Myers et al., 2010).

Let LRy, = —2loglikelihood value for the full model andR,..4, = —2loglikelihood value

for reduced model. Then, the likelihood ratio &stistic, is given by
A= LRfull — LRyeau

The asymptotic null distribution of the likelihoodtio test statisti@, is a chi-square distribution
with degrees of freedom equal to the differencevbeh the numbers of parameters in the two

models.
Akaike's information criterion (AIC)

AIC is a measure of goodness of fit of an estimatatistical model. It is not a test on the model
in the sense of hypothesis testing; rather it tigoh for model selection. The AIC penalizes the
likelihood by the number of covariance parameterthe model, thereforellC = —2 log(L) +

2p .Where, L is the maximized value likelihood fuilctifor the estimated model and p is the

number of parameters in the model. The model viighidwest AIC value is preferable.
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3.3.4.4. Model Checking Technique

In GLMM, it is assumed that the random effects rmwemally distributed and uncorrelated with
the error term. Normality of the random effectsassessed using normal plot of each random
effect. Normal Q-Q plot of estimated random effast@an important method for checking the

marginal normality and identify outlier.
3.3.5.Marginalized Multilevel Models

Random effects models (such as GLMMs) are apptiddrgitudinal (cluster) data by specifying
a mean model that is conditioned on a set of latemdom’ effects. The latent effects are
conceived as embodied sources from which the wiubjects associations arise. GLMMs have
many advantages, including the ability to work witl likelihood framework, having subject
specific regression coefficients, flexibility in esgfying within-subject dependence mechanisms,
and valid inferences under missing at random (MAIR)pout mechanisms. Drawbacks of
GLMMs include sensitivity of regression coefficiertb association structure assumptions and,
in many problems, regression parameter interpoegtatibeing conditional on unobservable
effects (Diggleet al 2002).

Marginalized multilevel models embrace the intetaien and robustness of regression
coefficients from a marginal model, while retainitige likelihood inference capabilities and
flexible dependence specifications from a GLMM. TW¥& M formulation given in Heagerty
and Zeger (2000) uses a standard GLM for the malrgmean, a non-linear mixed model
(NLMM) for the within-subject associations and esified probability distribution for the
underlying latent effects:

m

i)g(luijm):Xija
ii)g(ﬂijc):Aij"'zijai

i )a, ~ F,(0,D)
iV)YijC:(Yijlai)~FYC(/'IijC7u)

i) Mean model
i) Association model
iii) Latent Effects Distribution

iv) Conditional Response Distribution
17



Where,
Y; is the |" cluster in the'f pregnant women (j = 1-------- sni=1....N).

g is a link function for the marginal and condiiéd means
14,"=E (Yy) and 1,° = E (¥[a), effects of the explanatory variables.

xij are modeled through the px1 vector of marginahpaters:™.

The vector ais a gx1 set of subject-specific latent effectshwixq covariance matrix D and
distribution K (.), the functionA; connects the marginal and conditional mo@eisdescribed

below, and the conditional observations indepergdaliow an exponentialamily distribution

with mean and dispersion parametqiurig.C and (Micegal, 2004). Every conditional model
implies a marginal model via integration over trependence structureu”-m = Eif¥ B {E
(Yila)} = Ea{ ,ui].°} and thusp; forms a mapping between the conditional and matgiodels
as the solution to the integral equationf™ Jg(é‘u +za)dF(@) ewe is the inverse link

function h () = d(.). Note thatA; is dependent on the covariates, marginal paramedecs

random effect specificationy; =A; (X, ™ ,zj, Fs, D), but this notation is suppressed to simplify
the exposition. To expand the model above, we ftlynralax the usual assumption that the
marginal and conditional link functions are the saand allow possibly nonlinear effects to enter
any of the marginal fixed, conditional fixed, ornctitional random aspects. The marginalized
multilevel model may then be formulated, (droppswubscripts and covariate dependence for

brevity) as:
i)™ =h, (8™
i)u®=h(8",¥,a)
iii)a, ~ F, (V)

iv)Y® ~F,c(uc,u)
)] Mean model
i) Association model
Iii) Latent Effects Distribution

iv) Conditional Response Distribution
18



Where h, () and R (.) are possibly distinct inverse-link functioner fthe marginal and
conditional meand)™ are marginal parameters of interest, and the rareftents are assumed to
follow a distribution indexed by parametaps . Oftea latent effects and conditional response
distributions are implicitly stated and the MMM még specified with i) & ii) alone. The
marginal and conditional models are tied togethier imtegration over the random effects

distribution, thus inducing the marginalization straint

" =h, " (u")
=h, (| uedF,)
=h, [ h.(6", W, a)dF }

3.3.5.1. A Logistic-Probit-Normal Model

Instead of the logistic-normal conditional model bkanary data, consider a Probit-normal model,

as commonly used in the econometrics literature:

Probit-Normal GLMM:

i) ® _l(ﬂijc)z Xijac+ Z;a;
i ya, ~ MVN (0,D)
i )Y, |a; ~ Binomial (ny )

®(.) is the cumulative normal distribution fuioct. A marginalized version of this model may
be written with definition (1) as:

Probit-Probit-Normal (PPN) MMM:

) = D, a)
ii)”i}: :q)(Aij + Zja'i)
iii)a, ~ MVN(O, D)

To estimatex™ , we again determine fQonnecingthe mean and association models using the

marginalization constraint:
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a™ = (xi'jxij)lxi}CD1{J‘CI>(Aij + z;a)dF, }

. . A .
= (xij X )‘1xij b o 'f
\/1+ z; Dz i

and thusAj = (/1+ z” Dz, )x,a™ In the special case wherga, =g (a scalar ‘random
intercept’  model), the conditional predictorassimple rescaling of the marginal predictor,
Ay =(Y1+7%)x,a™ = x,a° but this does not hold for genergla . A considezatilvantage of

using the Probit link is that the Probit-normal giaalization integral has a closed form solution,
while the logit-normal integral does not. Supposepsefer to use a logistic regression structure
for the marginal mean model but wish to retain toenputational advantages of the Probit-
normal association model (Michaet al, 2004). By relaxing the common assumption that th

mean and dependence parameters are on a commenastwhbbtain

Logistic Probit MMM

)7 =expl;a™)
ii)”i}: = cD(Aij + Zja'i)
iii )a, ~ MVN(0, D)

Determining 4; with the marginalization constraint

am™=(%%)7"% logit{j(b(Au +23)dF, }

—(x ¥ )% loqi A
=(%%) 7 logity @ ———
1/1+;j Dzj
Aj = (J1+2,Dz, ) {exp(,a™) } (Michaelet al,2004)
3.3.5.2. Model Selection for MMM

Model selection is one of the most frequently emtered problems in data analysis. In most

observational epidemiological studies, investigatbbequently attempt to construct the most

desirable statistical model using the poputsethods of forward, backward, and stepwise
20



regression (Hosmer and Lemeshow,1989). Of course/ledlge of the subject matter plays an
important role in model selection, but ifsbkd strictly on the data, model selection is
often carried out using one of the automated pra@=dbuilt into the software, of which the
most popular method is perhaps stepwise modelts®lecThese methods pose the problem
of the arbitrary selection of the significantevels in allowing a variable to entetoi

or to be dropped from the model during gedection process (Bozdogan ,1987). There is
also the problem of multiple testing that comedhitting and refitting the model. The issue is
made more complicated in the case of repeatedngiitiadinal data where selecting the best
model means notonly to select the bestnnséacture but also the most optimal variance
covariance structure for model selection critetike AIC, BIC and likelihood ratio test were
used (Wolfinger,1996) for GLMM and MMM.

The principle behind AIC, first developed by Kudltk-Liebler information (Kullback, 1978)
which is considered to be a measure of tlsamte between two density functions. The

variance covariance structure with the smallest WHS selected as an appropriate model.
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4. Results and Discussion
4.1. Summary of Descriptive Statistics

As it has been shown in Table 4.1, the basic detsezi information revealed, summarizes the
associations between the determinant factors ama@nkmic status among pregnant women. The
total of 1277 pregnant women from nine regionalestand two city administrations in Ethiopia
were eligible for this study. Among these eligibhethers, 1029 (80.6%) pregnant women were

anemic where as 248 (19.4%) were non anemic.

Table 4.1 Descriptive statistics for anemic staifigpregnant women associated

with its related factors

Regior Non anemi in (%) Anemic(%) Total
Tigray 34(24.6 104(75.4 13¢
Afar 31(29.5) 74(70.5) 105
Amhare 40(19.2 168(80.8 20¢
Oromiye 23(16.2 119(83.8 14z
Somali 50(22.6 80(77.4 13C
B.Gum: 25(23.4 82(76.6 107
SNNF 36(21.6 131(78.4 167
Gambela 17(21.8) 61(78.2) 78
Harar 35(21.8) 63(78.2) 98
AddisAbab 6(4.3) 134(95.7) 140
Dire Dawa 15(11.9) 50(88.1) 65
Total 248(19.4 1029(80.6 1277(100%
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Table 4.1. Continued

Effect/variables Category Non anemic in (%) Anemic in (%) Total
15-26 98(2(.5) 232(7¢.5) 38¢€
Age 27-38 210(21.1 345 (78.9 703
39-50 55(29.%) 89 (47.) 18¢
Non smoke 195 (21.8 699(78.2 894
Smokina statu Smoke 53(138 330(862 382
Orthodo; 105 (19.3 439(80.7 544
Catholic 4(33 8(66.7 12
Religion Protestar 42(21.5 153((78.5 19t
Muslim 88(17.4) 419(82.6) 507
traditiona 9(47.4 10(52.6) 19
Poores 77(25.3 227(74.7 304
Pool 21(12.3 150(87.7 171
Wealth Middle 29(21.1 132(82.0 161
Rich 29 (15.6 157(84.4) 18¢€
Riches 92(20.7 363(79.8) 45t
Single 11(7.6 134(92) 14~
Marital status Marriec 188(21.6 684(78.4 872
Long lwg 18(18.4 80(81.6 98
wioowec 13(19.4 54 (80.6 67
Divorcec 13(20.3) 51(79.7 64
No longer lwp 5(16.1) 26(83.9 31
No educatio 78(11.4 604(88.6 682
Primary 122(285 306(71.51 42¢
Edu.status Secondan 19(27.1 51 (72.9 7C
Higher 29(29.9) 68(70.1 97
No employe( 101(19.8 410(80.2 511
Occupation Employec 248(19.4 1029(80.6 76€
HIV - 200(11.6 1056(88.4 125¢
HIV Status HIV+ 6 (12.5 14(87.5 2C
Urban 100(20.9 379(79.1 47¢
Residence Rura 88(11.8 660(88.2 797
Non vi intake 94(18.3 420(81.7 514
Vit intake 248 (18.6 649(81.4 762

As it has been shown in Table 4.1, the basic daeei statistics presents the information that
summarizes the associations between the determfaatdrs and anemic status of pregnant

women.

The percentage of anemia of pregnant women isvelgatiarger which is79.8% for age groups
(15-26) as compared to the youth(27-38) and redbtielder age group(49-50) pregnant women
are respectivelyg.%0and47.1%.

Similarly, the anemic status of pregnant womenasged with place of residence, as it can be

seen in the above table 4.1, high proportion ofnaagregnant women that is a remarkable
23



variation of anemic due to place of residence @&gpant women. Here, the high percentage

anemic status of pregnant women in rural is 81.4%#9.1% is urban.

The percentage of anemic &8.6% for non educated mothers, 71.5% for primary edectat

mother and 72.9% for mothers whose education iev&condary and (704 for higher.

The anemic status of pregnant women also varield mgltgion, that is the percentage of anemic
pregnant women for Orthodox religion are 80.7%,333.for catholic 78.5% for Protestant

mothers, 82.6% for Muslim and 52 % traditiond@he anemic status of pregnant women is also
associated wealth index. Pregnant Mother’s withlolest and highest wealth index are 74.7%

and 87.7 % anemic respectively

The anemic status of pregnant women also varietl aitcupation, HIV statues and vitamin
consumption, that is the percentage of anemic p@mgnwvomen who employed are
80.6%and80.2% for non employed, the percentagaeid& status pregnant women with HIV-
is79.8% and 81.7%. for (HIV+),the percentage ofmaicewomen whose consumed vitamin
iIs71.8% and 80.5% for those who did not vitamimet

The anemic status of pregnant women also vari¢ld smhoking status and marital status, that is
the percentage of anemic pregnant women who smigk&6@.2 % and 78.2% for non smokers,
the percentage of anemic status for pregnant wowtem were single is 92.4% , 78.4%. for
married, 81.6%for living together, 80.6% for widedv, 79.7% for divorced and 83.9% for no

longer living with partner .

High percentage of anemic status for pregnant woha@nrecorded in Addis Ababa, Dreidwa,
Oromiya and Amhara respectively and the low peamgmtof anemic status recorded in Afar
region. Totally (in all region), 80.6 % of pregnambmen are anemic where are 19.4% are non

anemic.
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4.2. Statistical Analysis

4.2.1.Analysis of Data using GLM

The only difference in terms parameter estimati@mf generalized estimate equation (GEE),

GLM and generalized linear mixed model (GLMM) isatlcorrelation and random effect does

not take in to account in GLM, however the regmsstoefficient interpretation is similar to

generalized estimate equation since both of tammnterpreted in terms of odd ratio and the

output was given in Table 4.2

Effect category Estimate (sd.error) 95%conf Limits OR Pr >ChiS«
Intercept 0.8970@&B3) (-0.1351 2.4411) 2.49223 0. 058
15-26 -0.1863(0.5491) (0.5545 AB) 0.8300246 0.0369
Age 27-38 0.0046(0.1896) (0.3670762 0.37062)004611 0.015
39-5C(ref) - e s e
orthodox 0.2451(0.1567) (-0.7122 1.2463) 1.27774 0.1365
catholic -0.2243(0.9530) (-1.1536 1.6781) 0.7990754 0.8
Rel Protestant 0.3828(0.4340) (-0.5664 1.4175) 1.466385 0.12
Muslim 1.1756(0.5759) (0.2613 2.1362) 3.240086 0.0001
traditional (ref) - e e
urban -0.1513(0.1429) (0.1310 0.6913) 0.8595898 <.0001
Resid Rural(ref) - - e
HIV:H+ 0.1396(0.1165) (0.0712 0.1402) 1.149814 <.0001
HIVstatus HIV-(ref) - e
Non Smoked .0603(0.2196) (-1.5171 -0.5817)0.3432487 <.0001
Smoking smoke(ref) e — e
Non Employed -0.0293(0.1436) (0.2926 0.3252) 0.9711251 0.0134
Occuy Employed (ref -------m-memememe e - e
Single -0.2843(0.3214) (-0.1134 0.631%) 0.752540.  0.4223
Married -0.8646(0.2504) (-1.5945 -0.4346) 0.42122 <.0001
Mar. Status Long lwp -0.2564(01184) (-1.1532 0.7153) 0.773832:  0.1625
Widowed -0.1213(0.5260) (-1.1243 0.812) 0.885768  0.191f
Divorced 0.2572(05349) (-0.8471 15632 1.29330- 0.5503
No longer lwp (rel  ---------m---- s e e
No education 2.1261(0.5419) (1.2365 3.3652) .382113 <0001
Edu. status Primary  0.1346(0.4317) (0.1259 1.4482) .144079 0.012
Secondary 0.3411(0.6417) (-0.3846 1.1686)  1.40649. 0.C50C
Higher (ref) = —-—mmmees s
Poores  -0.1864(0.1231)  (-0.456% 0.1923) 0.829941  0.6034
Poor 05134(0.40€7)  (0.192% 1.5521) 1.67096. 0.0132
Winx Middle 0.313%0.3151)  (-0.19621 0.3313) 1.36779: 0.3612
Ric  0.2373(0.1912) (-0.1834 0.6352) 261821 0. 5034
Richest(ref)
Log Likelihood=-48C.5 AlC=1257. 41 BIC=137¢€.23
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Table 4.2. Parameter estimates and Standard evder (LM

As it has been shown in Table 4.2 stands for paemestimates and their corresponding

standard errors beside the p-values for GLM moBath parameteg; reflects the effect of
factor X; on the log odds of the probability of pregnant vemmbeing anemic, statistically
controlling all the other covariates in the modéien, the odds ratio of variables is calculated as

the exponent of; like GEE i.e. odds ratio = ex;) disregarding correlation structure.

On Table 4.2 shown that, the religion under thegatty for Muslim .smoking status, educational
status (all), wealth index (poor) and maritatstamarried) are significant effect relative t® it
reference since the corresponding p-value is lems 5% level of significance. And the model
parameter would be interpreted using odd ratio,irfietance the odd of pregnant women being
anemic and whose religion Muslim given whose religis traditional is exp(1756=3.240086
means that the probability that the pregnant worbeimg anemic and whose religion was
Muslim is 24% times less likely than those pregmanmen whose religion was traditional.
Similarly, the odd ratio of the pregnant women lgememic and whose economic status poor
given those whose economic status was richest kpd(0e51394 = 1.670963(95%CI: 0.1923
1.552), which means that the probability that the pregnaomen being anemic and whose
economic status is poor is 67 %times more likelyeigosed to anemic than those whose
economic status is richest keeping other covaried@stant in the model. Similar interpretation

would have for the remaining covariates.
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Table 4.3 parameter estimates and its standardferrBeta binomial and GLM

Beta-binomial(BB) GLM

Effects Estimate (Std. Error) Estimate (std.error)
Intercept -1.386573( 0. 20749) -1.7203( 0.3991)
HIV stataus:HIV+ -0.574046( 0.36973) -0.2243(0.95%0)
Marital status : married -0.870137(0.36788) -0.8646(0.:504)
Religion: Muslim 0.764215(0.69911) 1.175€(0.5759)
Wealth index: poor 0.432157(0.38081) 0.51340.40€7)
Edu.status : no education -1.454894(0.20341) 2.1261(05419)
Occup : non employed -2.116074(0.41977) 1.5740(0.3697
Residence: urban -0.2564(05184) 2.1161(0.4198)
Smoking status: smoked 1.078437(0.29564) -1.69%(0.2196)

rho p 0.1999554 e

QIC=1321.31 Log Likelihood=-48C.5

Here, we have the two linear predictors in betaimial model which ardogit (mu), and logit
(rho). The Intercept for BB value is the logit dbr Thus, rho is estimated as the inverse logit of
intercept. Therefore, rho would be estimated usigfunction logit inverse of (intercept value
BB=0.2456), which indicates that there is over dispn since rho greater than zero. From the
above table 4.3, the standard error for GLM waghdlly less than BB; this may be due to over
dispersed data. Because they have different methpdrameter estimation for GLM and BB.
For instance, the parameter estimation for BB &sqglikelihood where as maximum likelihood

for GLM. Therefore, we can see the two models seaaf variation.
4.2.2.Analysis of data using (GEE)

With this regarded data (anemic status of womergtgmal models (generalized estimating
equation) was used to analyze the data to haneledirelated cluster data. The categorized
anemic status (Hb<11 g/dL is classified under aneemd those with if Hb>=11 g/dL is
considered to be non anemic) data, based on Wahdthi Organization (WHO) cut off point,
has been analyzed using the generalized estimatjgtion. With this analysis, GEE has
considered different correlation structures suchndependence and exchangeable correlation
structures and compared with their QIC values. g&adized estimating equations, the user may
convey a correlation structure that is often caledorking correlation matrix. Before selecting

the correct correlation structure, consider the ehbdilding strategy (variable selection).

The full logit model for anemic status for pregnammen ofi" pregnant mother frof cluster

(m;) has been fitted as
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logit(nij) = fo + f1Age, + BrAge; + fzedu. stp, + Psedu. Stypequr + BeReligion,,

+ B7Religion,, + BgReligion., + BoReligiony. + fioMar. statussingie + fr11Mar. statusmarriea
+ Biymar.statusy,,, + BisMar. statusyigoweda+BraMar. statusivorced+
+ B15SMOkingsmokea + Pre0ccupationempioyea + B17HIV. statusyy +
+ ﬁlSVitamin intake T ﬁl9wealthpoorest + .Bzowealthcpoor + 321W3althmiddle

+ Bo,Wealth, ., + fa3Residence,, pan

After fitting the model, covariates with the larg@svalue of Wald test is removed and refitted
the model with the rest of the covariates sequintialhen, vitamin consumption region and

some interaction covariates were excluded fromntioelel and the remaining covariates were
included in the model. Independent and exchangeatelation structures were considered and
compared to select best correlation structure di#ipgron the QIC value.

Table 4.4: Different correlation structures with @QIC for GEE

Correlation structure QIC value
Independent 1171.735
Exchangeable 1166.0669

As it can be seen from table 4.4, the QIC valu&§18694) of the model with exchangeable was
less than independent correlation structure arithst been selected for fitting the model as
compared with independent. Thus the exchangealbtelation structure was regarded as better
to fit the given model. Then now let's compare #mepirical and model based standard error of

independent correlation structure to fit the appeip model:

As it can be shown in APPENDX Il the standard ewbthe Empirical -Based Standard Error
Estimates is relatively less as compared to Modededl Standard Error Estimate. Thereftre,
parameter estimates and their corresponding erafiyricorrected standard errors with the p-
values from the final GEE model for parameter esténwas parsimonious and given in Table
below.
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Table 4.5Parameter estimates (empirically corrected stanelacits) for GEE

Effect category Para  Estan@@d.error)  95%conf Limits RO Pr>|Z|
Intercept Bo 0.9870(0.5837) (-0.1571 2.1311) 2.683 @909
15-26 B -0.1936(0.2490) (0.2945 0.6817) 0.824 0.0369
Age 27-38 B2 0.0046(0.1896) (0.3670762 0.Zj06 1.005 0.005
3¢-5C (ref) e e .- e
orthodox B3 0.4202(0.4186) (-0.4002 1.2406) 1.522 0.3155
catholic Ba -0.2240(0.8210) (-1.8332 1.3852) 0.799 0.7850
Rel Protestant Bs 0.3928(0.5330) (-0.6519 1.4375) 1481 0.4612
Muslim B 1.1844(0.4759) (0.2517 2.1172) 3.269 0.0128
traditional (ref) e e s
urban By -0.1485(0.1528) (0.1510 0.4479) 0.862 0.0012
Resid Rural(ref) s e e
HIV:H Bs 0.1450(0.1047) (0.0601 0.3502) 1.39 <.0001
HIVstatus HIV-(ref) —- mmmmemeeee e
Non Smoked B, -1.0784(0.2595) (-1.5871 -0.5697) 0.340 <.0001
Smoking smoked(ref) - —— e
Non Employed f;, -0.0367(0.1336) (0.2986 0.3252) 0.964 0.0034

Occuy  Employed (re) S —

Single By,  -0.2944(0.4288)  (-1.1348 0.5460) 0.745  0.4923

Married B,, -0.9646(0.2704)  (-1.4945 -0.4346) 0.381  0.0004
Mar. Status ~ Long wp f,5 -0.2664(0.4484)  (-1.1453 0.6125) 0.766  0.5525

Widowed B,  -0.1111(0.5160) (-1.1224 0.9002) 0.895 8295

Divorced  Bis 0.2672(0.6081) (-0.9247 1.4591) 1.306 0.6604
No longer Iwp (ref)  ---

No education f,,  2.1161(0.4617)  (1.21123.0210)  8.2989 <0001

Edu. status Primary P17  0.6612(0.4016) (-0.1259 1.4482) 1.937 0.0997
Secondary B 0.5420(0.3197) (-0.0846 1.1686) 0.821 0.0900
Higher (ref) e s

Poorest By,  -0.1963(0.1931) (-0.5749 0.1822) 0.821 0.3094
Poor B,  0.7358(0.3062) (0.1357 1.3359) 2.087 0.0162

Winx Middle B21 0.2123(0.2036) (-0.1867 0.6114) 1.237  0.2970
Rich B2, 0.2768(0.2175) (-0.1496 0.7032) 1.319 0.2033
Richest(ref) mmm e s —— e

Corr. 0.02£3504575

The parameter estimates for GEE stand for the teffédhe predictors averaged across all
individuals with the same predictor values. Likenstard normal logistic regression, the

interpretation of the parameters in the marginap(pation average) model would be interpreted
in terms of odd ratio. The final proposed reducextieh for GEE is:

logit(”ij) = Po + B1Age; + B2Age; + BsReligionysium + BaResidencey,pan
+ Bssmokinhg statuSyon smokea + BeMarital statusygrrieq

+ B7Edu. statusny, equcation + BsWealth poor + BoOccupationgmpioyed
+ BroH Vv
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As it has been seen in Table 4.5, it stands forprameter estimates and their corresponding

empirically corrected standard errors beside thalpes for GEE model. Each paramefer
reflects the effect of factoX; on the log odds of the probability of pregnant veonbeing
anemic, statistically controlling all the other emates in the model. Then, the odds ratio of

variables were calculated as the exponeit; of. odds ratio = ex).

The GEE analysis from table 4.5 shows that, agesignificantly related to anemic status of
pregnant women .The odds ratio of anemic pregnemmen whose age 15 to 20 had @&xp€
exp(0.1936= 0.82495% CI: 0.6817 0.2945) times lower than thgaegnant women whose
age group (40-49), which means that the probabiht the pregnant women being anemic
whose age 15to 20 is 17.6% times less likelyet@temic than those anemic pregnant women
whose age group (40-49) in the sarflecluster.

Similarly, some part of religion is statisticalligsificant on anemic status of pregnant women
since not all religion are not statistically sigo#int Thus, .the odds ratio of anemic pregnant
women whose Religion is Muslim had exp (1.1844)68725 (95% CI: 0.2517 2.1172) times
higher than pregnant women whose religion is tiawltl. Likewise, residence is one of factors
that related to anemic status of women , which medhat the pregnant women who lived in
urban had exp(-0.1485)= 0.862 (95%CI:0.4479 1ID)}Emes lower than those pregnant
women being anemic who lived in rural ,which meé#mest the probability that the pregnant
women who lived in urban and being anemic is 13I&8% likely than those who lived in rural

and being anemic

Smoking status is also related to anemic statusrejnant women. The odds ratio of anemic
pregnant women who did not smoked is exp (-1.0788#01393 (95%CI:-1.5871 -0.5697)
times lower than pregnant women being anemic wti@whoke. Equivalently, the probability of

anemic women who has not smoked is 65.98% ledy likan those who smoked cigarette.

Marital status also has significantly associatedith anemic status of pregnant women. The
odds ratio of pregnant women being anemic who wenarried is exp(-0.9646=

0.3811356(95%Cl:-1.4945 -0.4346)times lower th#mose pregnant women being anemic
who did not live with partner .Equivalently, theopability of pregnant women who are married

and being anemic is 61.8% times less likely thas¢hwomen who did not live with partner.

In similar fashion, wealth index and educationugdtave an effect for the anemic status of
pregnant women, the odd ratio of the pregnant worneimg anemic and whose income is poor
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is exp(0.7358)= 2.087151(95%CI:0.1357 1.335@e8 higher than pregnant women who is
anemic and who are richest. Similarly the odd rafithe pregnant women who is being anemic
and there education level is illiterate is exp {(B1) = 2.1161 (95%Cl:1.2112 3.0210) times

higher than those women who have higher educatiosl .|

The odds of being anemic pregnant women who are+HI¥Y exp(0.1450)= 1.15604
(95%CI:0.0601 0.3502)times higher than pregnant women who areeman and HIV-,
equivalently, those women who is anemic and HI¥#5.6 % more likely at risk than the
reference group. Likewise, the odd ratio of thenaicestatus of pregnant women who were
smoked is exp(-1.0784)= 0.3401393 (95%CI:-1.587.5697) times lower than pregnant
women those who were not smoked or the probaliti& the women who are smoked and
being anemic is 65.9% times less likely than thé&remce group(those who were not
smoked).Working status also has significant eftectanemic status of pregnant women, that is
the odd ratio that the women being anemic and wieoe employed is ex{[.0367) =
0.9639653 (95%CI:0.2986 0.3252) times lower thayse who were not employed or the
probability that the pregnant women being aneamd employed is 3.6% less likely anemic

than those who were not employed.

4.2.3.Analysis of Generalized Linear Mixed Model (GLMM)

4.2.3.1.Model Building in GLMM

Generalized Linear Mixed Models is mainly extensobrgeneralized linear models to correlated
data, generalized mixed models to discrete outcatata and likelihoodestimation is
computationally challenging. Furthermore, the moaleb included the random effects in this
case, random intercepts to address the betweewithnid-regional variations. Then the saturated
models with the two random intercepts associatati wovariates were fitted. GLMM were

fitted as follows Wherebj & b;; two random intercepts.

logit(m;j) = Bo + BrAges + BoAge, + Bzedu. stp, + Byedu. Stseeqs
+ Bsedu. stypequ+ + PeReligion,, + B;Religion,, + PgReligion., + PyReligion,,
+ BroMar. statusgingie + Fr1Mar. statuSparriea + Brzmar. statusy,,
+ BizMar. statusyigowea+BraMar. statusgivorcea+ + B1sSMOKINGnon smoked
+ Bie0ccupationyon empioyea + B17HIV. statusyy 4
+ BigVitamin. consumy;t intake + BroWealthyoorest + BaoWealthepoor

+ BoiWealthyigaie + B22Wealthyicp, + BozResidence pansbj + bij
31



In order to decide on the better of the two randdfacts models, two models were fitted, one
the saturated model above with two random intescgptestimate between and within regional
variations and the other with one random intereeptel to estimate within regional variation.
AIC and Likelihood ratio test (LRT) were used tongmared the two models to select an

appropriate models.
4.2.3.2. Parameter Interpretation of GLMM

In the GLMM data analysis, the parameter interpi@tais based on subject specific or cluster
effect as well as fixed effect. The parameter prtetation is conditional on the random effects,

which is common for all individual pregnant womerthe same cluster.

Table 4.6 Parameter estimates (standard erracs)carresponding P value for
GLMM.

Parameter Estimate (s.error) t Value Pr > |t| Alpha 95%conf.limt
beta0 1.2393(0.5206) 2.38 0.0208 0.05 (0.1959 2.2827)
betail -0.1356(0.07058) -1.92 0.0098 0.05 (0.00580 0.2771)
beta2 0.05336(0.07058) 0.76 0.0382 0.05 (0.08808 0.1948)
beta3 0.01947(0.08256) 0.24 0.0044 0.05 (0.1460 0.1849)
beta4 0.08947(0.1720) 0.52 0.0051 0.05 (0.2553 0.4342)
betabs -0.1005(0.1691) 0.59 0.0048 0.05 (0.2384 0.4394)
beta6 1.4567(0.2274) 6.41 <.0001 0.05 (1.0010 1.9125)
beta7 -0.2130(0.1359) -1.57 0.1227 0.05 (-0.4853 0.05928)
beta8 2.1161(0.1567) 2.56 <.0001 0.05 (-1.7563 -0.1849)
beta9 0.05447(0.05239) 1. 04 0.3030 0.05 (-0.05052 0.1595)
beta10 0.08020(0.1574) 0.51 <.0000 0.05 (0.2353 0.3957)
Sigma 1.0668(0.1653) 6.46 <.0001 0.05 (0.7357 1.3980)
-2 Log Likelihood =1148.3 AIC =1172.3 BIC=1196.6

Where beta of 0,1,2,3,4,5,6,7,8,9 and 10 represent the parameter estimate for interecept,age category 15t020;21

to 39,muslium,urban,HIV+,non smoked, married, Non educated , poor, and non employed respectively.

Under GLMM model, the parameter of random effeahas estimable, but we can estimate in
terms of variability. Thus, the estimates of stadddeviation of random effect is 1.0668
associated with small p-value (p<0.0001), and whicticates that there is significance
heterogeneity within and between regions, sincdiffer from zero, on the anemic status of

pregnant women.

Parameter of GLMM would be interpreted in the faliog: to illustrate the difference in
interpretation, consider the effect of age on ttabpbility of being anemic using the generalized
linear mixed model had exp.{ss9 = 0.8731918 time of the anemia testing lowerdéwelop

anemia than if those individuals who aged 40 toSifilarly, the odd of being anemic among
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pregnant women whose religion was Muslim had expds7) = 1.019661times higher than the
individuals those whose religion was traditionaltioe probability that the pregnant women
being anemic whose religion was Muslim was 1.9%etimore likely exposed to anemic than
those whose religion was traditional within in te@me cluster . The interpretation of other

predictor variables can be done in a similar way

4.2.3.3.ModelDiagnostic for GLMM

As it has been shown in APPENDXI, the Q-Q plot froine following figure in first panel

verifies that the residuals are close to normai$gridhuted and symmetric around zero. Thus, it
meets the assumption of the distribution of ereomts. As well, to the above, the non linearity of
the Q-Q plot confirms the model is not linear. Rlesis versus observation CLID number plot
panel two, also suggested that the residuals anengyric around zero (i.e. positive and negative
residuals are almost equal). Q-Q plots for normaiit random effects at regional and cluster
levels are also given in the figure and illustratest the random effects are normally distributed
with mean zero and variance covariance matrix DusTthe fitted GLMM model is well for the

given data.
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4.2.4.Analysis of Data using MMM

The parameter of the marginalized multilevel modefit-Probit-Normal MMM for binary data

was used due to its closed form solution.

Table 4.7: Parameter estimates of marginalizedilendd model

Parameter Estimate (std.error) t Value Pr > |t Alpha 95% conf.int limit
betal 1.1393(0.4792) 2.38 0.0209 0.05 (0.1789 2.0997)
betal 0.1389(0.06520) 2.13 0.0377 0.05 (-0.2695 -0.0082)
beta2 0.05013(0.06520) 0.77 0.0452 0.05 (0.08053 0.1808)
beta3 0.01406(0.07660) 1.18 0.0025 0.05 (0.1394 0.1676)
beta4 0.08332(0.1609) 2.52 0.0066 0.05 (0.2391 0.4058)
betab -0.1020(0.1575) -0.65 0.5200 0.05 (-0.4177 0.2137)
beta6 1.3566(0.2109) 6.43 <.0001 0.05 (0.9340 1.7792)
beta7 -0.1891(0.1221) -1.55 0.0 271 0.05 (0.0555 0.4338)
beta8 2.1161(0.5321) 1.65 <.0001 0.05 (-0.3453 -0.1235)
beta9 0.05030(0.04841) 1.04 0.0033 0.05 (0.04671 0.1473)
betal0 0.07259(0.1460) 0.50 0.6211 0.05 (-0.2200 0.3652)
tau 0.3714(0.05361) 6.93 <.0001 0.05 (0.2640 0.4788)

-2 Log Likelihood =1150.2 AIC=1174.2 BIC =1198.5

Where beta of 0,1,2,3,4,5,6,7,8,9 and 10 represent the parameter estimate for interecept,age category 15t020;21

to 39,muslium,urban,HIV+,non smoked, married, Non educated , poor, and non employed respectively.

Parameter estimation for MMM: There is a critic@tohction between the marginal parameter
fMand the conditional paramefér. The conditional regression coefficigdft contrasts the
expected response for different values of the medsoovariates(;j,for equivalent values of
the latent variablg;,.The marginal coefficient does not attempt to calnftor the unobserved
bijr . As the result of this, the interpretation §fcan be particularly difficult for multilevel
models with level-2 for covariates since no diresatching ofb;j, is observed for these
contrasts. However, if the variance of the lateariable is independent of, then the marginal
and conditional model structures will be the salvgh this assumption, the model parameter

can be interpreted marginally.

The mean of the pregnant women who aged 15 to 28 baing anemic decreased by 0.1936 as
compared to those anemic pregnant women whose @ge 49.Similarly, the mean of the

pregnant women who aged 21 to 39 were being andetceased by mean of the pregnant
women who aged 15 to 20 were being anemic increlag€d1936 as compared to those anemic

pregnant women whose age 40 to 49.
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The mean of the pregnant women whose religion Muslere being anemic increased the risk

by 1.1844 as compared to those anemic pregnant warhese religion was traditional.

Table 4.8: Parameter estimates, standard errpothrfee models GEE, MMM and GLMM

GEE MMM GLMM
Effects parameter estimate (s.e) estimate ( s.e) estimate (s.e)
Intercept beta0 T9®.5837) 0.1393(0.4792) 1.2393(0.5206)
Age: (15-20) betal -0.1988490) -0.1389(0.06520) 0.1356(0.07058)
Age :(21-39) beta2 0.0@16896) 0.05013(0.06522) 0.05336(0.07058)
Religion: Muslim beta3 1.1844(169) 0.01406(0.07660) 0.01947(0.08256)
Residence: urban betad -0.141.8528) 0.08332(0.1609) 0.1005(0.1691)
HIV: HIV+ betab 0.14B01047) 0.1020(0.1575) 0.31005(0.1693)
Smoking: non smoked: beta6 -1.0784 @625 1.3566(0.2109) 1.4567(0.2274)
Marital status: married beta7 -0.9&4B704) -0.1891(0.121) 0.2130(0.1359)
Edu.status: no education beta8 2.116110%6 2.1161(0.5321) .05447(0.05239)
Wealth index: poor beta9 -0.0863062) 0.07259(0.1460) 0.05447(0.05239)
Work status: non employed betal0O -0.367(®)33 0.053030(0.1460) 0.08020(04p
Variation d — 0.3714(0.05361) 1.0668(0.1653)
Corr. p 0.0252504775 = e e

From table 4.8, the standard errors of MMM are almgmall comparing with GEE but the
estimated values of GEE and MMM are almost similaking MMM with regard to precision
as compared to GEE for estimates for populatiomegesinterpretations. On the other hand, the
variation within region for MMM is less than GLMMyhich indicates the MMM is better to fit
the data, however, due to the relatively high ramédfect variance, the GLMM and GEE
estimates are quite more different, with the ed@safrom the MMM lying in between.
Therefore, MMM is the best or robust parametemases by combing marginal and conditional

random effect in the data.
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4.3. Discussion

Pregnant women with higher probability of occureertd these determinant factors would be
inferred to be most likely to experience anemiashasioglobin (Hb) concentration below the
normal level is often associated with anemia. M@sistudies, the data were analyzed using
descriptive statistics as well as binary logiséigression .This may not give valid inference since
relevant information will not take in to accounthul, the analysis was extended to other
statistical methods to account for the clusteretdineaof correlated observations. The data were
then analyzed using the following model familiesen@ralized linear model (GLM), beta-
binomial model, Marginal models (GEE), Generalizadear Mixed Model (GLMM) and
Marginalized Multi level Model (MMM). On the othdrand, women who lived in urban had the
lowest probabilities of developing anemia. Everdiiferent family models have fitted in the
same analysis, it should be kept in mind that thosdel families are rather different, and that
the parameters have to be interpreted differemmiyessome models did it account random effect
where as some models didn’t. In addition, indeefferént models have own method of
estimation , it is due to the fact that , the mogatameter would be interpreted separately ,
however some models would be compared so as tot gbke best robust models for the given
data .Indeed ,in practical situations, the choiocemhich model family to use is guided by the
research question. Furthermore, the given differeatginal model family further indicated a
strong significant association between any twospainresponses as well as pairs of observations
within the same cluster. In GLMM, it appeal makeae of that variable region did not appear
in the final model, however, the significance ofasares of associations and the presence of
type of residence in the final model can providrmation about within region variation of

anemia.

Under the last best model analysis ,anemia and-<tsrnographic variables including residence,
religion(Muslim), occupation, marital status(mad)e income status(poor) ,and educational
status(no education),smoking status and age caedorshowed a statistical significant

difference with anemia among pregnant women ,tnidirig supported on multivariate logistic

regression analysis on determinants of anemia egnant women at bushulo health center in
southern Ethiopia(Bamlaku Tadege, 2009). Educatistatus have strongly related to the risk of
anemia among pregnant women in Ethiopia, similaulte would be obtained on the study
conducted on risk factors of anemia during pregpamsong pregnant women in India showed a

statistical significant association between edocatind anemia which is consistent with the

36



current study (Bechurarat al,2006)and similarly (Dutta et al,1992) in a studyported that
pregnant women with a low literacy level had sigaiftly more from anemia compared to
highly literate women. This finding indicates theex for strength ending of interventions related
to education to women to create awareness of aalezae, balanced diet during pregnancy and
family planning. In all models, religion (Muslimhd poor income covariates have significant
effect for facilitating in reducing hemoglobin ld{iacreasing anemia), it may be due to the fact
that, | predicted the element dictating individeaking habits is religious diets, which is quite
strict and culturally significant and a generaltatte associating good image to lack of eating
could easily play a significant role in the higheyalence of nutritional anemia and one of the
causative factors in high level of anemia foundhis study could result from poor income. This
finding supported by (Egbert, 1996) who had statemt income had been identified as an

indicator of the quality and quantity of foods dahle to pregnant mothers.

The consumption of vitamin in take has no significaffect for anemia among pregnant women
this study is supported by (Gebremedin, Enquoselag®11), for binary logistic regression
showed that the vitamin A supplement during paegy and postpartum period, respectively,
didn’t have a significant effect in reducing theden of anemia.

The present study showed poor educational, nutdtiaand other health indicators during
pregnancy in women of lower socio-economic statgscampared to those with upper
socioeconomic status. In the present study sigmfiassociation was found between Income and
Anemia. This study is supported by (Sharetal. 2007), for chi-square test of association
showed that socio economic status is found to beagr explanation for the women having
anemia in their study comprising of various sodtdtus groups, categorized on the basis of
family income, found that the most females from lioeome category were more iron deficient.
Present study clearly shows that Unfavorable sdermographic factors are the major barriers to

the efforts in place for the prevention of anemiamy pregnancy.
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5. Conclusion and recommendation

5.1. Conclusion

Anemia has moderate public health significance tinidpia. Pregnant women lived in rural
areas, being from the lower economic ,educatictadéilis categories(no education) , marital status
(married),religion(Muslim) , smoking status , wargi status and HIV status were important
predisposing factors to anemia. All the three nedied to the same conclusion that age (in
year) , type of residence, educational status oateg(no education) , marital status (married),
religion(Muslim) , smoking status , working statuand HIV status. More generall§gocio
economic status, literacy of women is the majoedsinates that contribute to the problem of

anemia. Education is the basic factor for change.
5.2. Recommendation

According to findings of this cross sectional stuglace of residence, HIV status, smoking
status, religion, income level are significanttfms for anemia among pregnant women.
Clearly, it follows due to strong association begwenemia and socio-demographic factors and
economic factors, this means that reproductive woaged (15-49) especially pregnant women
brought to health facilities by giving awarenes®wbanemia since the result of this study
showed that low income pregnant women, poor edutddvel and additional factors mentioned
above were high risk factor for anemia so that Gawvent should design strategies and policies
to enhance women education to make them indepemsatio-economic and cultural decision,

which directly and indirectly affect women healthtas due to anemia.

Furthermore, in this analysis, we have studied tee risk of being anemic depends on age of
pregnant women, type of residence, smoking statasking status, education status, marital
status, and HIV and income level. However, it isrtwonoting that the probability of being
anemic, that is, having hemoglobin (Hb) conceraratielow the normal level could be affected
by other factors such as nutritional deficienciesokworm infections and inherited red blood
cell disorders. Investigation of such factors coédrecommended in future studies. However,
challenges may stretch out on the side of resoumtade available and possibly means of

collecting these factors.
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APPENDEX

APPENDEX I: Normality assumption checking and diagfit for random effect for GLMM
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APPENDEXII

Exchangeable correlation structure for model based and empirical standard error for GEE

correlation structure for GEE

parameter Model based s.error Empirical based s.eroor
Bo 0.9870 0.8786 0.9870 0.5837
ﬁl -0.1936 0.2607 -0.1936 0.2490
I?Z -0.0046 0.2117 -0.0046 0.1896
ﬂg 0.4202 0.5480 0.4202 0.4186
ﬁ% -0.2240 0.8591 -0.2240 0.8210
ﬁs 0.3928 0.5557 0.3928 0.5330
ﬁ6 1.1844 0.5478 1.1844 0.4759
ﬁ7 -0.1485 0.1574 -0.1485 0.1528
ﬁS 0.1450 0.1586 0.1450 0.1047
139 -1.0784 0.1956 -1.0784 0.2595
ﬁlO -0.0367 0.1535 -0.0367 0.1336
ﬂll -0.2944 0.6416 -0.2944 0.4288
ﬁ12 -0.9646 0.5404 -0.9646 0.2704
ﬁ13 -0.2664 0.6126 -0.2664 0.4484
1314 -0.1111 0.6835 -0.1111 0.5160
1315 0.2672 0.6716 0.2672 0.6081
ﬁ16 2.1161 0.4198 2.1161 0.4617
1317 0.6612 0.4219 0.6612 0.4016
ﬁ18 0.5420 0.4744 0.5420 0.3197

ﬁ19 -0.1963 0.2016 -0.1963 0.1931



ﬁZO 0.7358 0.2768 0.7358 0.3062
ﬁZl 0.2123 0.2544 0.2123 0.2036

ﬁZZ 0.2768 0.2530 0.2768 0.2175

APPENDEXIII: variance covariance structure for MMM

Covariance Matrix of Parameter Estimates

Row Parameter betal betat beta2 beta3d beta4 betab beta6 beta7

1 betal 0.2297 -0.00659 -0.00659 -0.01858 -0.04091 -0.01284 -0.01203 -0.02361
2 beta1 -0.00659 0.004251 0.004251 -0.00003 -0.00020 0.000209 -0.00006 -0.00040
3 beta2 -0.00659 0.004251 0.004251 -0.00003 -0.00020 0.000209 -0.00006 -0.00040
4 beta3 -0.01858 -0.00003 -0.00003 0.005867 -0.00040 0.000584 0.001188 0.001160
5 beta4 -0.04091 -0.00020 -0.00020 -0.00040 0.02589 -0.00070 0.000319 0.000707
6 betab -0.01284 0.000209 0.000209 0.000584 -0.00070 0.02482 -0.00065 -0.00063
7 beta6 -0.01203 -0.00006 -0.00006 0.001188 0.000319 -0.00065 0.04447 -0.00155
8 beta7 -0.02361 -0.00040 -0.00040 0.001160 0.000707 -0.00063 -0.00155 0.01491
9 beta8 -0.00881 0.000014 0.000014 0.000715 0.000026 -0.00060 0.000597 -0.00022
10 betad9 -0.00881 0.000014 0.000014 0.000715 0.000026 -0.00060 0.000597 -0.00022

11 betal0 -0.01215 -0.00041 -0.00041 -0.00025 0.000858 -0.00072 0.000734 0.000131
12 tau -0.00083 0.000556 0.000556 0.000133 -0.00045 0.000237 0.002522 -0.00104

Covariance Matrix of Parameter Estimates

Row beta8 beta9 betal0 tau
1 -0.00534 -0.00881 -0.01215 -0.00083
2 0.000023 0.000014 -0.00041 0.000556
3 -0.000018 0.000014 -0.00041 0.000556
4 0.002343 0.000715 -0.00025 0.000133
5 0.02132 7 0.000026 0.000858 -0.00045
6 0.000856 -0.00060 -0.00072 0.000237
7 -0.001358 0.000597 0.02132 0.002522
8 -0.021326 -0.00022 0.000131 -0.00104
9 -0.001848 0.000858 0.000816 0.123085
10 -0.000123 0.002343 -0.00009 0.000037
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11 0.001058 -0.00009 0.02132 -9.64E-7
12 -0.001438 0.000037 -9.64E-7 0.002874

Correlation Matrix of Parameter Estimates

Row Parameter betal betat beta2 beta3 beta4 betas beta6 beta7
1 beta0 1.0000 -0.2109 -0.2109 -0.5061 -0.5306 -0.1701 -0.1191 -0.4035
2 betat -0.2109 1.0000 1.0000 -0.00549 -0.01905 0.02035 -0.00448 -0.05008
3 beta2 -0.2109 1.0000 1.0000 -0.00549 -0.01905 0.02035 -0.00448 -0.05008

Correlation Matrix of Parameter Estimates

Row beta8 beta9 betal0 tau
1 -0.00549 -0.3796 -0.1736 -0.03246
2 0.02035 0.004417 -0.04313 0.1592

Correlation Matrix of Parameter Estimates

Row Parameter beta0 beta1 beta2 beta3d beta4 betab beta6 beta7
4 Dbeta3 -0.5061 -0.00549 -0.00549 1.0000 -0.03242 0.04839 0.07356 0.1241
5 Dbeta4 -0.5306 -0.01905 -0.01905 -0.03242 1.0000 -0.02761 0.009400 0.03601
6 betab -0.1701 0.02035 0.02035 0.04839 -0.02761 1.0000 -0.01967 -0.03289
7 beta6 -0.1191 -0.00448 -0.00448 0.07356 0.009400 -0.01967 1.0000 -0.06026
8 Dbeta7 -0.4035 -0.05008 -0.05008 0.1241 0.03601 -0.03289 -0.06026 1.0000
9 Dbeta8 -0.0276 -0.00448 -0.07365 0.01976 -0.01967 -0.02298 0.00940 -0023
10 beta9 -0.3796 0.004417 0.004417 0.1928 0.003386 -0.07836 0.05847 -0.03667
11  betalo -0.1736 -0.04313 -0.04313 -0.02272 0.03652 -0.03116 0.02385 0.007330
12  tau -0.03246 0.1592 0.1592 0.03249 -0.05203 0.02804 0.2231 -0.1582
Row beta8 beta9 betal0 tau
4 -0.07836 0.1928 -0.02272 0.03249
5 0.03652 0.003386 0.03652 -0.05203
6 -0.02272 -0.07836 -0.03116 0.02804
7 0.03652 0.05847 0.02385 0.2231
8 0.02385 -0.03667 0.007330 -0.1582
9 1.0000 -0.03116 0.1928 0.2231
10 0.01423 1.0000 -0.01330 0.01423
11 0.02385 -0.01330 1.0000 -0.00012
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12

-0.02298

0.01423

-0.00012

1.0000
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