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 ABSTRACT 

Background: Human immunodeficiency virus/acquired immune deficiency syndrome 

(HIV/AIDS) have caused the world most shocking tragedy and risk. Mortality among patients on 

HAART is associated with high baseline levels of HIV RNA, WHO stage III or IV at the 

beginning of treatment, low body mass index, severe anemia, low CD4+ cell count, type of ART 

treatment, gender, resource-poor settings, and poor adherence to HAART. 

Objective: The main objective of this study was to make use of appropriate modeling approach 

to CD4+ cell progression and identify the potential risk factors affecting the CD4+ cell 

progression of ART patients in Hossana District Queen Elleni Mohamad Memorial Hospital. 

Methods: In this longitudinal retrospective based study secondary data was used from Hossana 

District Queen Elleni Mohamad Memorial Hospital. The study population consists of 222 HIV-

1-positive  patients, measured repeatedly at least one time on each patient who are 15 years old 

or older those treated with ART drugs from September 2011 to May 2014. The data was 

analyzed using SAS 9.2 version procedure NLMIXED. Poisson, Poisson-gamma, Poisson-

normal, and Poisson-normal-gamma models were applied to study over-dispersion and 

correlation in the data.  

Results: A total of 222 adult ART HIV-1-positive patients were included in this study. Out of 

these ART patients, 131(59%) were female patients and 91(41%) were male patients; 

65(29.30%) were followed the drug combinations properly; the mean and standard deviation of 

baseline CD4+ cell counts were 355.9 and 321.4 cells per milliliter of blood, respectively; the 

mean and standard deviation of age of patients (p=0.0001) were 31.06 and 8.50 years, 

respectively; patients were followed for a mean of 24 months (p=0.0001). The analysis showed 

that the covariates significant for the progression of CD4+ cell counts were age of the patient, 

time since seroconversion, and sex at 5% level of significance.  

Conclusion: On average CD4+ cell count increases after patients initiated to the HAART 

program (the disease rate declines). The progression of end outcome depends on patient’s 

baseline socio-demographic characteristics. For the presence of over-dispersion, and clustering, 

the Poisson-normal-gamma model results in improvement in model fit. 

Key: CD4+ cell count, Poisson-normal-gamma model, Overdispersion, Correlation. 
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                                                     CHAPTER ONE 

1. INTRODUCTION 

1.1. Background of the Study 

Human immunodeficiency virus/acquired immune deficiency syndrome (HIV/AIDS) have 

caused the world most distressing tragedy and danger. More than 25 million people worldwide 

have died of AIDS since 1981, as reported by AVERT. ORG (2009) HIV/AIDS. More than 66% 

of the 40 million people living with HIV/AIDS are in sub Saharan Africa, where AIDS is the 

leading cause of death. AIDS is a disease of the human immune system caused by the human 

immune deficiency virus (HIV). HIV infects primarily vital cells in the human immune system 

such as helper T cells (to be specific, CD4+ T cells), macrophages, and dendritic cells that are 

necessary to activate B-lymphocytes and induce the production of antibodies.  

As found out by Marlink et al., (1994), there are two types of HIV: HIV-1 and HIV-2. Both 

types are transmitted by sexual contact, through blood, and from mother to child, and they appear 

to cause clinically indistinguishable AIDS. However, it seems that HIV-2 is less easily 

transmitted, and the period between initial infection and illness is longer in the case of HIV-

2.Worldwide, the predominant virus is HIV-1, and generally when people refer to HIV without 

specifying the type of virus they will be referring to HIV-1. The relatively uncommon HIV-2 

type is concentrated in West Africa and is rarely found elsewhere.  

Many factors can affect how quickly HIV infection progresses to AIDS. Factors such as age, co-

infections (infections other than HIV), ethnicity, poverty, illiteracy, gender inequality, 

geographic location, genetics, infection route (how the disease was transmitted), nutrition, 

pregnancy, stress, health care provider's experience in treating HIV patients and whether or not 

the patient smokes or uses recreational drugs can affect the rate at which an HIV patient develops 

AIDS. 

Elly et al., (2008) put that the goals of treatment with antiretroviral drugs are to inhibit viral 

replication while minimizing toxicities and side effects associated with the available drugs. The 

inhibition of virus replication permits restoration of the immune system (suppression of HIV 

replication, as reflected in plasma HIV concentration, to as low as possible and for as long as 
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possible, the preservation or enhancement of the immune function (CD4 restoration), thereby 

preventing or delaying the clinical progression of HIV disease. Viral eradication from the host 

genome is not achievable, thus a cure for HIV is not yet possible. By using HAART, it is 

possible to promote growth in children and prolong the survival of all HIV infected patients, 

reduce their morbidity and improve their quality of life. 

Yibeltal et al., (2010) has put that in Ethiopia more than 1.3 million people living with HIV and 

an estimated 277,800 people requiring treatment. In 2003 the government of Ethiopia introduced 

ART program with the goal of reducing HIV related morbidity and mortality, improving quality 

of life of people living with HIV and mitigating some of the impact of epidemic. In 2005 

Ethiopia launched free ART and over 71, 000 were initiated by the end of November 2006 and 

241 hospitals and health centers are now providing HIV care and treatment services in regions of 

the country.  

Elke et al., (2011) has found that the introduction of HAART has greatly improved the survival 

of HIV/AIDS infected people. HAART reduces morbidity and mortality by suppression of viral 

replication, restoration and preservation of immune function, and prevention of drug resistance. 

Mortality among patients on HAART is associated with high baseline levels of HIV RNA, WHO 

stage III or IV at the beginning of treatment, low body mass index, severe anemia, low CD4 cell 

count ,type of ART treatment, cotrimoxazole prophylaxis; gender, resource-poor settings and 

poor adherence to HAART. The benefits of highly active antiretroviral therapy (HAART) in the 

treatment of HIV infection have been well described including viral suppression, CD4 

lymphocyte repletion, and durable reductions in AIDS related opportunistic diseases and death. 

However, the durability of the effectiveness of HAART remains to be delineated. Factors that 

limit the success of HAART include poor therapy adherence, regimen complexity, viral 

resistance, pharmacodynamic interactions, drug tolerability and toxicity, therapy costs, and 

presence of comorbid conditions such as substance abuse and addiction.  

As was discussed by Françoise et al., (2006) a fundamental component of working towards the 

goal of providing, by 2010, universal access to antiretroviral treatment for patients with acquired 

immunodeficiency syndrome (AIDS) is an increased and secured production of antiretroviral 

drugs (ARTs) in order to meet the increased demand from lower- and middle-income countries. 

The vast majority of adults (96%) were reported to be receiving first-line regimens. Reporting 
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compliance was very high for this group, with information on the specific regimens used 

available for 97% of this set of patients. The programs reported that 95% of all adults receiving 

first line regimens were using regimens consistent with the preferred first-line approach 

including: Stavudine (d4T) lamivudine (3TC) Nevirapine (NVP) (61%), Zidovudine (ZDV) 

+3TC+NVP (16%), ZDV+3TC+ efavirenz (EFV) (9%), and d4T+3TC+EFV (8%). Less than 1% 

of these groups were reported to be taking either alternative first-line regimens, including the 

triple nucleoside combinations of ZDV+3TC+abacavir (ABC) and d4T+3TC+ABC, or taking 

regimens not considered or not recommended by WHO. 

 Bayeh et al., (2010) has conducted a longitudinal survey of HIV-positive patients treated with 

ART at Felege-Hiwot Hospital and the result showed that the ART-naive HIV patients were 

from low levels of education and with minimum monthly income. Moreover, he has tried to 

recommend the implementation of appropriate interventions in order to promote and enable HIV 

positive individuals to enter into ART programs as early as possible. 

Since HIV was first claimed to be the cause of AIDS in 1984, the CD4 count has been widely 

used to make treatment and diagnostic decisions, but the use of CD4 count has been 

controversial and recommended actions on how to use them have changed several times over the 

years (Stohr et al. 2007). There are two major arms in the immune system, one which works 

through antibody produced by B cells and plasma cells, and the other that works through cells 

including CD4+T lymphocyte cells. The first is called antibody mediated or humoral immunity 

and the second is called cell mediated immunity. It is this cell mediated immunity that is 

profoundly suppressed in people diagnosed with AIDS. 

There are two main approaches regarding when to start antiretroviral treatment as out lined by 

the guidelines. The more aggressive approach recommends starting when the CD4 counts fall 

below 500, and the second approach is more used in the United States which recommends 

starting antiretroviral medications immediately in all patients regardless of the patients CD4 

counts (WHO protocols for CIS countries 2004). 

Models for count data, when conditionally specified, will naturally have a subject-specific 

interpretation. However, taking on their purposefully modified marginalized versions leads to a 
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direct marginal or population-averaged interpretation for parameter estimates of covariate 

effects, which is the primary interest in many applications.  

Following part of this thesis is organized as follows: The statement of the problem and objectives 

of the study are presented next in this Chapter. Chapter 2 describes some literatures related to the 

associated factors for the progression of CD4+ cell counts and different modeling approaches. In 

Chapter 3, the data and the detail methods of data analyses are explained. Then, basic results of 

the study are presented in Chapter 4 and discussed in Sub-Sections. Finally, some concluding 

remarks, recommendations and some limitations are provided in Chapter 5. 

1.2. Statement of the Problem 

 Some motivations for identification of problem of this study were tried to put as below: 

 Stohr et al., (2007) found out that apart from the management of large numbers of HIV/AIDS 

clients and the costs involved, another challenge exists on the ART programs. This is monitoring 

the progress of clients/patient’s immune response to HAART in HIV/AIDS patients’. 

Currently, there is no enough evidence showing that all the ART centers in Ethiopia have 

implemented research tools to monitor patients’ immune (CD4) response to HAART within a 

specified time frame and identification of factors that might be associated with the poor CD4-

Lymphocyte response to HAART. Although trend analysis studies have been carried out by 

international research institutions, there has been less focus on the local institutions to carry out 

and strengthen CD4/viral load trends analysis studies to give a clear indication on the response of 

HIV/AIDS patients to ART. It should still remain the responsibility of the active ART centers to 

employ a tool that will constantly monitor the clients’ progress in CD4 count since it still 

remains the major indicator of an individual’s immunity.  

This identifies serious consideration of managing and monitoring the high number of clients on 

HAART with well defined strategies to measure their immune response to treatment and identify 

factors that have the ability to influence their CD4 count recovery. 

Count data are collected repeatedly over time in many applications, such as biology, 

epidemiology, and public health. Such data are often characterized by the following features. 

First, correlation due to the repeated measures is usually accounted for using subject-specific 
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random effects, which are assumed to be normally distributed. Second, the sample variance may 

exceed the mean, and hence, the theoretical mean–variance relationship is violated, leading to 

over-dispersion. This is usually allowed for based on a hierarchical approach, combining a 

Poisson model with gamma distributed random effects (Kassahun et al., 2014). 

In practice, however, all these features can appear simultaneously. Hence, appropriate modeling 

approaches which can overcome these issues and which lighten data analysis are needed. 

However, statistical modeling of such data pretenses several challenges. This is because 

repeatedly measured CD+ cell counts often exhibit the following features. First, there are 

correlated observations per subject, which result from clustering of measurements within 

subjects. Second, the variance exceeds the mean, leading to so-called over-dispersion. 

Study Questions 

This study seeks to answer the following questions: 

1. Does HAART have a positive effect on the HIV/AIDS patient’s immune system based on 

an indication of their gained CD4+cell counts trend analysis at Hossana District Queen 

Elleni Mohamad Memorial Hospital, SNNPR, Ethiopia? 

2. What is/are the appropriate longitudinal model/s to handle over-dispersed and correlated 

individual subjects in this data? 

3. What are important potential determining factors in HIV/AIDS patients’ response to 

HAART at Hossana District Queen Elleni Mohamad Memorial Hospital, SNNPR, 

Ethiopia? 

1.3. Objectives of the study 

1.3.1. General objective: 

General objective of this study was to make use of appropriate modeling approach to CD4+ cell 

counts progression and identify the potential risk factors affecting the CD4+ cell progression of 

ART patients in Hossana District Queen Elleni Mohamad Memorial Hospital. 

1.3.2. Specific objectives of this study  

Specific objectives of this study were to: 
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� To explore how CD4+ cell counts of HIV-1-positive patients under ART in 

Hossana District Queen Elleni Mohamad Memorial Hospital change over time; 

� To fit an appropriate statistical model for the average progression of CD4+ cell 

counts of HIV-1- positive patients; 

� To identify the potential factors affecting the progression of CD4+ cell counts 

among HIV-1- positive patients under ART in Hossana District Queen Elleni 

Mohamad Memorial Hospital.  

1.4. Significance of the Study  

The results of this study will be useful in the development of an effective care and patient 

monitoring system on use of antiretroviral agents in HIV-1-infected adults and adolescents.  

Specifically:  

� It helps to identify the potential risk factors influencing the absolute CD4 count 

measurements in HIV infected patients.  

� It helps the respective policy makers of the health sector monitoring frequency of CD4 

Count, monitoring therapeutic response, and judge urgency of ART initiation using 

CD4+ cell Counts of the patients.  

� It can be used as a reference for those who want to apply the techniques of handling 

correlation and over-dispersion in counts data longitudinally collected; so that it serves as 

a base for further study for the question what brings this variation and others.  
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                                                             CHAPTER TWO  
 

2. LITERETURES REVIEW 

2.1.  Impact of HIV/AIDS in developing countries of Africa  and ART in Ethiopia 

According Johannessen et al., (2008), 39.4 million peoples were living with HIV/AIDS in 

developing countries of Africa. Adults contribute 37.2 million. About 5 million peoples were 

newly infected of which 4.3 million were adults from these more than 95% of new infections 

were in developing countries. Over 6 million infected need ART but 350,000-400,000 was 

treated in developing countries. By December 2006 two million people in low and middle 

income countries were receiving ART but this was still only 28% of those estimated to be in 

urgent need of it.   

Yibeltal et al., (2010) and Hoyos et al., (2007) reported that in Ethiopia,  the highest prevalence 

occurs in the age group 15-24, and 90% of HIV infection occurs in adults between 15-49 years. 

In Ethiopia 443,964 PLWHA were enrolled, 246,347 PLWHA started treatment and 179,183 

were currently on ART.  

A study was conducted by Johnson and Dorrington (2006) applying survival analysis to describe 

the impact of HIV/AIDS and the effects of HIV/AIDS prevention and treatment programmes. 

From this study they found out that HAART was expected to have a significant impact on HIV 

prevalence, due to the improved survival prospects of infected individuals. As well the study 

supported the reduction of HIV prevalence in 2005 roughly by 2% due to prevention 

programmes. In the same manner, Gange et al., (2002) conducted a study on 1691 HIV 

seropositive women in USA and revealed that HAART improved immunological function, 

suppressed HIV disease activity, and reduced morbidity and mortality.  

Recsky et al., (2004) has conducted a study in British Columbia, Canada by using Pearson’s Chi-

Square. The Cochran-Armitage and the Wilcoxon rank-sum tests have also been used to 

determine the degree to which antiretroviral resistance may contribute to mortality among HIV-

infected individuals enrolled in the centralized HIV/AIDS Drug Treatment Program in British 

Columbia, Canada, who had died between July 1997 and December 2001.  
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According to Stohr et al., (2007) knowledge and the picture HIV on an individual’s immune 

system were changing rapidly. There is a need for close supervision and improve on the existing 

techniques that would ensure monitoring CD4 trends and variations in trends, in HIV/AIDS 

patients on HAART.  

Florence et al., (2003) conducted a prospective observational study in Eurosida on more than 

8500 HIV/AIDS patients who were followed in 63 hospitals of the 20 European countries using 

absolute CD4 counts coupled with viral load monitoring. The patients for this study were all 

those who started HAART with moderate immunologic suppression, with base line CD4 count 

below 350cells/µl(measured within previous 6 months at most). Allison (2008) reported that, as 

untreated HIV progresses, CD4 count decreases by about approximately 4% every year. With 

successful ART the CD4 count might increase by greater than 50 cells per micro litre within 

weeks after viral suppression. Additionally, it may increase by 50-100 cells per micro litre per 

year thereafter, until a threshold is reached (Allison, 2006). 

However, it was discussed by Johannessen et al., (2008) as, it is important to note that in some 

patients, CD4 count may not increase this quickly or steadily even with durable viral 

suppression. Association between risk factors potentially associated with a low CD4 count 

response in the Eurosida study were assessed by using a logistic regression model and expressed 

as odds ratio, with 95% confidence intervals. The risk factors taken into account for low CD4 

count response were demographic factors (age, sex ratio, ethnic  origin, HIV transmission group, 

region), antiretroviral treatment factors (number of nucleotide reverse transcriptase 

inhibitors(NRTI) use before HAART, start date of HAART, type of HAART, HAART duration), 

immunological factors( previous episodes of opportunistic infections). Using the SAS statistical 

software version 6.12, the findings of the study were that although there is an increased CD4 

count in patients commenced on HAART there was a poor immune reconstitution despite a good 

virological control among patients with a baseline CD4 count of <350 cells/µl. The underlying 

mechanism leading to this condition seemed mainly driven by age and baseline immunological 

and virological status of patient. 

Patients starting treatment at CD4 50-199 and <50 cells/µl have net health benefits of 7.6 and 7.3 

life years. Without treatment, HIV patients with CD4 counts 200-350; 50- 199 and < 50 cells/µl 

can expect to live 4.8; 2.0 and 0.7 life years, respectively.  Individuals with incomplete CD4+ T 
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cell recovery to <500 cells/microL had more advanced HIV- 1 infection at baseline. CD4+ T cell 

changes during the first 3-6 months of ART already reflect the capacity of the immune system to 

replenish depleted CD4+ T lymphocytes as discussed by Kaufmann et al., (2005) and Zachariah 

et al., (2006). 

As reported by Dzimnenani (2007), WHO stage IV diseases, however, was found to be a strong 

predictor of mortality in all studies reporting on this. In three studies comparing patients with 

WHO stage IV disease at baseline with those with WHO stages I–III, WHO stage IV was 

associated with more than a doubling in the hazard of death (summary hazard ratio, 2.2; 95% CI: 

1.5–3).  

Yanis et al., (2005) reported that female patient had significantly lower age, higher prevalence of 

heterosexual contact and lower prevalence of intravenous drug use as risk factors for HIV 

infection than male subjects. They were also reported to have higher previous exposure to 

antiretroviral therapy, higher CD4 cell counts and lower viral loads than male individuals.  

Moore and Keruly (2007) found that patients tends to reach a plateau CD4 increase after four 

years of HAART with good or highest CD4 peaks among those who started treatment with CD4 

counts above 350cell/µL. The study showed that people who commence treatment with CD4 

counts much lower than 350 cell/µL are less likely to attain normal CD4-cell counts of (<750 

cells/mm3). On the other hand, good immunological and virological responses to HAART can be 

achieved regardless of the CD4 count at initiation. For the purpose of this study, it was assumed 

that the plateau CD4 rise will not be reached within the first two years of and that good CD4 

response to HAART was a gain of 50-100 cells/µl per year (Allison, 2006).  

A study was conducted with an objective to determine the timing of initiation of antiretroviral 

therapy (ART) in routine clinical practices, reflected treatment guidelines that evolved toward 

recommending starting therapy at lower CD4 cell counts. The study analyzed the longitudinal 

data on 10820 patients. The study analyzed the effects of non-clinical factors such as (age, sex, 

ethnicity, and exposure category) by logistic regression. Kaplan-meir analysis was used to 

estimate the proportion of patient who had initiated ART by particular CD4 count among early 

presenters (initial CD4 count>500cells/µl). The results showed that there was a tendency to 

initiate ART at lower CD4 counts over the years 1997-2000, especially in the range 200-

500cells/µL with little change thereafter. 
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 The conclusion of the study was that initiation of ART in the clinics included in this study 

reflected evolved treatment guidelines. A variety of consensus guidelines had been written and 

all recommend starting HAART well before the CD4 count fall below 200cells/µL, this being the 

threshold below which the risk of opportunistic infections(OI’s) is reported to increase 

significantly (Stohr et al, 2007). The above studies strongly recommend trends analysis research 

in HIV patients on ART to determine if there are similar findings in other geographic areas. 

According to Katubulushi and Chanda (2009), a population-based cohort study of unselected 

adults in Misisi, a shanty compound in Lusaka, was under follow-up since 1999, and CD4 cell 

counts have been followed in participants since the initial survey. No antiretroviral drugs were 

used by any of the participants over the period of the study. Approval was given by the research 

ethics committees of the University of Zambia and the London School of Hygiene and Tropical 

Medicine. The initial cohort of 261 adults included 65 HIV-seropositive participants, of whom 

12 died, and the researchers were able to obtain repeated measurements (in 1999, 2000, 2001 and 

2003) in 24. 

 Among the survivors, the mean age of men (n = 7) was 35 years (SD 7.0) and of women (n = 

17) it was 28.6 years (SD 5.7), and the median initial CD4 cell count was 389 cells/µl 

(interquartile range 255-537). The median initial CD4 cell count was 122 cells/µl among the 12 

who died. In the survivors, the mean decline over 4 years was 29 cells/µl per year. The mean 

percentage decline from baseline was 30%. In six of those who died and who had had at least 

two measurements separated by at least one year, the mean decline was 15 cells/µl per year. This 

data indicated that the decline in CD4 cell counts over the period from 1999 to 2003 in adults not 

treated with highly active antiretroviral therapy was slow, and the estimate of the rate of loss of 

CD4 cells is in very close agreement with the estimate of 21.5 cells/µl per year from Tanzania. 

This data support the idea that HIV progression to AIDS and death is slower than at first thought, 

even in very under-resourced populations living in crowded conditions. The data were unlikely 

to be skewed by depressed initial CD4 cell counts as a result of inter current infection because 

close analysis of the data depicted reveals only three individuals whose CD4 cell counts rose 

from an initially depressed level. 

It was well established that infection occurs in young women at an earlier age than in young 

men, and AIDS-related deaths start to occur in women in their third decade of life. It could not 
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have taken 19 years for these young women to progress from infection to AIDS if their infections 

were acquired sexually after puberty, so we must consider alternative explanations. This leads to 

the understanding that other factors are at play in influencing the rate of decline of the CD4 

counts over a period of time. Some studies have demonstrated a number of factors that affect the 

CD4 count response to HAART as discussed below (UNICEF et al., 2002). 

2.2. Risk Factors for CD4 cell counts progression 

2.2.1. Social/demographic factors 

Age  

Most doctors confirm that CD4 recovery is slow and less perfect in older people. As in many 

other diseases, age is an important prognostic factor in HIV infection. 

Similar to others as reported next to this, Sophie et al., (2006) reported that age at sero-

conversion and age at a given CD4 cell count were shown to be important determinants of 

progression and survival before the wide spread introduction of HAART, starting in 1996. From 

this date time to next of it, several studies, such as the ART Cohort Collaboration (ART-

CC)(Egger et al.,2002), which included 13 cohort studies conducted in Europe and North 

America, had shown that age remains an independent predictor of clinical progression on 

HAART. The impact of age in the ART-CC study seemed to be less marked than in the pre-

HAART era, but a threshold effect was noted at 50 years. Because older patients are usually 

excluded from clinical trials, controlled data were lacking on this age group. Studies of the 

response to HAART in elderly patients have mostly involved small populations and relatively 

short follow-up, as reported by Perez and Moore (2003). 

Gender 

As reported by Hoyos et al., (2007), a journal of women’s health reported findings that there are 

no differences in HIV progression and response to HAART attributable to gender among patients 

accessing the Spanish hospital network. It was a multicenter, hospital-based cohort of HIV-

infected patients attending 10 hospitals in Spain from January 1997 to December 2003. Kaplan-

Meier and Cox regression were used to assess the effect of sex on time to AIDS, survival from 

AIDS, onset of a new AIDS event or death, and viral suppression from HAART. The study 

concluded no differences in HIV progression and response to HAART attributable to gender 

among patients accessing the Spanish hospital network.  
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          2.2.2. ART factors 

Adherence to any of the drugs 

According to published research from the United States concluded by the authors Kitahata et al., 

(2004), HAART adherence predicts treatment response and progression to AIDS and death. 

Although adherence to HAART at a level above 95% has been associated with optimal viral 

suppression, the impact of different levels of adherence on long-term clinical outcomes has not 

been determined. Researchers used an objective pharmacy based measure to examine the 

association between three levels of adherence to HAART and disease progression among a 

population-based cohort of HIV infected patients attending an urban HIV specialty clinic. 

Findings were that higher levels of adherence to HAART were significantly associated with 

longer time to virologic failure (p<0.001), greater increase in CD4 cell count (p=0.04), and lower 

risk of progression to clinical AIDS or death (p<0.007). After controlling for other factors, 

patients with low adherence had over five times the risk of disease progression than patients with 

moderate adherence (p=0.007) or patients with high adherence (p=0.001). There was no 

significant difference in the risk of progression between patients with moderate and high levels 

of adherence (p>0.2). Patients who progressed to AIDS or death had significantly higher viral 

loads (p=0.01) and lower CD4 cell counts (p=0.03) than patients who experienced virological 

failure, but did not progress. 

Evan et al., (1996) similarly conducted a study in that looked at adherence to antiretroviral 

therapy and CD4+ T-cell count responses among HIV-infected injection drug users and reported 

that research findings clearly stated that overall, the CD4 cell count response rate was slower 

among injection drug users in Kaplan-Meier analyses (log-rank: p<0.05). Injection drug users 

were poor in adherence to HAART. However, no differences existed when the analyses were 

restricted to adherent patients (log-rank: p=0.349). Similarly, the differences in the time to CD4 

cell count response observed in univariate Cox regression analyses for patients with a history of 

injection drug use [relative hazard: 0.85 (95% CI: 0.75-0.97)] diminished after adjustment for 

adherence [adjusted relative hazard: 1.02(95% CI: 0.89-1.16)]. In Conclusion, these data 

demonstrated the importance of adherence on CD4 cell count responses and highlighted the need 

for interventions to improve antiretroviral adherence among injection drug user. 
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Furthermore, in a crude form, the other potential factors were marital status, level of education, 

baseline CD4 counts, religion, employment status of the patient, residence of the patient and 

WHO Stage of the disease as discussed by (Gezahegn, 2011; Smith et al., 2004; Ketema, 2011; 

Marlon, 2010).                       

2.3. Modeling Aspects 

Some of the modeling approaches in longitudinal data analysis particularly count data like CD4+ 

cell counts proposed by different authors were reviewed as follows: 

Gezahegn (2011) applied Cox proportional-hazard regression to calculate the bivariate and 

adjusted hazard rate and then determine independent predictors of time to death in CD4 cell 

counts data in Durame and Hosanna hospital. The estimated mortality was 7%, 8%, 11.3 %, 

15.7% and 21% at 6, 12, 24, 36 and 48 months respectively. After adjustment, the independent 

significant predictors of death in patients living with HIV/AIDS after initiation of ART remain 

poor ART adherence(AHR=5.09[95% CI: 5.51-49.48]), Advanced WHO staging 

(AHR=1.5[95% CI: 1.18-2.16]), positive TB test (AHR=3.9[95% CI: 1.89-8.07]), not married or 

single (AHR=10.27[95% CI: 1.35-78.3), male gender (AHR=1.704[95% CI: 1.23-2.24])and 

older age(AHR=1.45[95% CI: 1.1-1.96). This study demonstrated that simple laboratory and 

clinical data, available to health care providers prior to ART initiation, can predict which patients 

are at increased risk of death when they start therapy. 

Smith et al., (2004) used linear mixed models to investigate factors associated with increases in 

CD4 cell counts from 3 months onward patients at the Ian Charleson Centre at the Royal Free 

Hospital, London. The analysis of this study revealed that After 6, 12, and 24 months of 

HAART, the median increases in CD4 cell counts were 114, 181, and 248 cells/µl, respectively; 

84%, 84%, and 80% of subjects had a virus load of <400 copies/mL during the same periods. 

White ethnicity, higher pre-HAART virus load, and lower pre-HAART CD4 and CD8 cell 

counts were associated with greater increases in CD4 cell counts during the first 3 months of 

HAART. From 3 months onward, a greater cumulative proportion of time spent with virus load 

<400 copies/mL was associated with a more favorable change in CD4 cell count (an average 

increase of 5.2 cells/µl/year [95% confidence interval [CI]: 3.8–6.7 cells/µl/year] for each extra 

10% cumulative time spent with a virus load <400 copies/mL) (P < .0001).  
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Ketema (2011) conducted a retrospective cohort study in Armed Forces General Teaching 

Hospital (AFGTH) located in Addis Ababa, Ethiopia and applied Kaplan-Meier survival curves 

and Log-Rank test to compare the survival experience of different category of ART patients, and 

employed proportional hazards Cox model to identify independent predictors of mortality. 734 

patients on ART were followed for a median of 38.5 months (IQR 10.75, 53). The independent 

predictors of mortality were low CD4 cell count at baseline, (HR = 0.995, 95% CI: 0.991 - 

0.999), ambulatory and bedridden functional status, (HR=2.011, 95% CI: 1.018 - 3.973) and 

(HR=3.358, 95% CI: 1.734 - 6.500), respectively, WHO clinical stages III and IV (HR=7.052, 

95% CI: 1.677- 29.658) and (HR=12.64, 95% CI: 3.003 - 53.199), respectively, TB co-infection, 

(HR=1.734, 95% CI: 1.039 - 2.893) and OIs (HR=8.985, 95% CI: 1.240 - 65.085).  

Marlon (2010) conducted a retrospective cohort design on a sample size of 340 files of clients at 

Chreso Ministries VCT and ART centres to identify factors that affect CD4+T Lymphocyte 

count response in patients commenced on HAART within 24 months of treatment and used the 

Chi-Square test at 5% with cross tabulation tables to determine associations between identified 

variables and CD4-Lymphocyte count response to HAART and used Logistic regression analysis 

to predict the probability of CD4 count response to HAART using the variables of this study. In 

this study it was found that gender, alcohol consumption, nadire and regimen affects CD4 count 

response to HAART. It was found that men, non-alcohol consumers and those that start HAART 

with baseline CD4 count above 350 cell/µL experienced a good CD4 response to HAART. 

Additionally, those who commenced treatment on Truvada and devoted themselves to 95% 

adherence also experienced a good CD4 count response to HAART. On the other hand, age, 

smoking and employment status did not affect CD4 count response to HAART. 

Vernon et al., (2013) performed a longitudinal cohort study of HIV-infected adults who had 

started highly active antiretroviral therapy (HAART) selected from three outpatients HIV 

medical clinics in Cleveland, Ohio. They used Linear mixed effects models to assess the 

associations between immune function and periodontal disease (PD). The analysis of this study 

shown that forty (40) subjects with median 2.7 months on HAART and median nadir CD4+ T-

cell count of 212 cells/µl completed a median 3 visits. Over 24 months, CD4+ T-cell count 

increased by a mean of 173 cells/µl (p<0.001) and HIV RNA decreased by 0.5 log10 copies/ml 

(p<0.001); concurrently, periodontal probing depth, clinical attachment level and bleeding on 



 

 

15 

 

probing decreased by a mean 11.7%, 12.1%, and 14.7% respectively (all p<0.001). Lower nadir 

CD4+ T-cell count was associated with worse baseline regression (REC) (-6.72%; p=0.04) and 

clinical attachment level (9.06%; p<0.001). Further, lower nadir CD4+ T-cell count was 

associated with a greater relative longitudinal improvement in periodontal probing depth (PPD) 

in subjects with higher baseline levels of Porphyromonas gingivalis (p=0.027), and bleeding on 

probing (BOP) in subjects with higher baseline levels of Porphyromonas gingivalis or 

Treponema denticola (p=0.001 and p=0.006 respectively). Longitudinal changes from baseline in 

CD4+ T-cell count and level of HIV RNA were not independently associated with longitudinal 

changes in any clinical markers of PD. 

From the analysis the following conclusion was made as the degree of immune suppression was 

associated with baseline gingival recession. After HAART initiation, measures of active PD 

improved most in those with lower nadir CD4+ T-cell counts and higher baseline levels of 

specific periodontopathogens. Nadir CD4+ T-cell count differentially influences periodontal 

disease both before and after HAART in HIV-infected adults. 

Mustapha and Albert (2013) conducted a retrospective study at the Builsa District hospital in the 

Upper East Region of Ghana. They applied Linear mixed effects model to model the change in 

CD4+ cell count over time. They found from the analysis of this data that the correlation 

between CD4+ cell counts at different times had a first order autoregressive moving average 

variance-covariance structure. The Initial CD4+ cell count of a patient, the duration of treatment 

and the drug type used in the treatment, were the factors that significantly determined a patient’s 

current CD4+ cell count. From the study they concluded that this study is useful to guide 

education to the Public, particularly Patients, and also guide policy and management of 

treatment, and they tried to recommend that further studies are recommended to expand the 

scope of study as well as to include more covariates. 

Reda et al., (2013) conducted a retrospective cohort study among HIV/AIDS patients taking 

ART from 2005 to 2010 in Hiwot Fana, Jugal and Dil Chora hospitals located in eastern 

Ethiopia. They applied mixed models regression to examine changes in CD4 cell count and 

weight after the baseline measurement. The analysis of the data of this study found that both the 

median CD4 lymphocyte counts and weight showed improvements in the follow up periods. The 

multivariate analysis showed that the duration of ART was an important predictor of 
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improvements in CD4 lymphocyte count (beta 7.91; 95% CI: 7.48–8.34; p =0.000) and weight 

(beta 0.15; 95% CI: 0.13–0.18; p= 0.000). Advanced WHO clinical stage, lower baseline CD4 

cell count and baseline hemoglobin levels were factors associated with decline in weight. 

Actively working patients had higher CD4 lymphocyte count and weight compared to those that 

were ambulatory (p= 0.05).  

Correlation and over-dispersion can crop up simultaneously, in practice. So that some authors 

have been proposed some techniques and they have formulated a flexible and unified modeling 

framework to overcome this, which afterwards termed as the so-called combined model, to 

handle a wide range of hierarchical data, including count, binary, and time-to-event data 

(Molenberghs et al., 2010). They also come up with two sets of random effects. The normally 

distributed subject-specific random effects which take into custody correlation and a certain 

amount of over-dispersion, while a conjugate measurement-specific random effect on the natural 

parameter scale is used to accommodate the remaining over-dispersion. 

For counts, the Poisson model with normal and gamma random effects can be specified as Yij ~ 

Poisson (�ij = �ij�ij), with conditional mean �ij = �ij�ij  and �ij =exp (x′ij � + z′ijb), where �ij ~ 

Gamma (�, �), and the rest of the notation is as before, corresponding to (Molenberghs et al., 

2010). When over-dispersion random effects �ij are gone astray, with then �ij = �ij, the Poisson-

normal GLMM results as special case of the Poisson-normal-gamma (combined) model. 

As Wedderburn (1974) proposed, one possible itinerary to contend with over-dispersion is to 

introduce an over-dispersion parameter and only specify a relationship between the mean and the 

variance, and then apply quasi-likelihood, whereby the extra variability in the data will be 

captured by the dispersion parameter. According to the following authors: Breslow (1984), 

Hinde and Demétrio (1998a), and Hinde and Demétrio (1998b), for count data like CD4+ cell 

counts, it is familiar to combine Poisson distribution with a gamma distributed random effect, so 

that the unconditional distribution of the outcome turns out to be a negative binomial 

distribution. 

 Conversely, as Engel and Keen (1992), Molenberghs and Verbeke, (2005), and Pinheiro and 

Bates (2000) focus on hierarchical data, the GLM is usually extended to generalized linear mixed 
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models (GLMMs), with a subject-specific random effect, habitually a Gaussian form, added in 

the linear predictor to capture a hierarchy-induced association or to account for over-dispersion. 

Different statistical methods were used in the above literatures. However, none of them did not 

contribute to the issue of over-dispersion and correlation simultaneously. Thus, though linear 

mixed models were used to handle correlation, it could not handle over-dispersion, nor did Cox 

proportional hazards. Hence, this current study contributes to the problem of over-dispersion and 

correlation by applying  combined models (P-N-G) which takes in to consideration both over-

dispersion and correlation simultaneously. 
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                                                         CHAPTER THREE  

3. METHODS OF DATA ANALYSIS  

3.1.  Study area and period 

The study was conducted in Hossana Queen Elleni Mohamad Memorial Hospital, SNNPR, 

Ethiopia from September, 2011 to May, 2014. Hadiya zone is one of 13 zones in SNNPR. There 

are 10 woredas and one town administration in Hadiya zone. Hosanna town is administrative 

center for Hadiya zone and it is 235 km away from Addis Ababa. In Hosanna town there is one 

hospital and health center which gives preventive, curative and rehabilitative service for the 

catchment area population. ART clinics in Hosanna hospital and health center give an ART 

service for HIV patients, a total of 1,745 have been enrolled, 910 ever started ART and 623 

patients are currently on ART. 

3.1.1. A short history of Queen Elleni Mohamed Memorial Hospital 

The hospital was built in 1976 E.C. (1984) and its first name was Colonel Mengistu Haile 

Mariam hospital. 

The hospital is one of the first of its kind in the region and has been serving millions since its 

establishment. Following the fall of the Derg regime, the name of the hospital was changed to 

Hosanna Hospital in 1985 E.C. (1993). It has got its current name, Queen Elleni Mohamad 

Memorial Hospital, in 1997 E.C. (2005). The change was made to recognize the roles played by 

Queen Elleni at the national level.  

[Source: Glan Clayd Hossana link, Central North Wales, UK, and staff at Hossana hospital in 

Southern Ethiopia]. 

3.2. Study design 

A retrospective longitudinal study design was conducted to apply appropriate modeling approach 

to CD4+ cell progression and identify the potential risk factors affecting the CD4+ cell 

progression. 
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 3.3. Study Population 

 3.3.1. Source population and sample size 

Person living with HIV/AIDS, age ≥15 years and started ART treatment in Hossana Queen 

Elleni Mohamad Memorial Hospital. The sample size for this study was 222 HIV positive 

patients in the HAART with a minimum of one and maximum of nineteen measures. The sample 

was selected by using systematic sampling technique by assigning a number to each of the 

eligible patients and having determined the first one randomly. Then, every of the tenth patient in 

the registration book up to proposed sample size based on the interest of the researcher was 

selected.  

3.4. Eligibility Criteria  

Inclusion criteria   

  � HIV positive adults aged 15 years or older who started ART 

  � HIV positive patients with complete intake form, registers and follow up form 

Exclusion criteria 

  � Diagnosis made outside of the hospital (suspicious for their test result) 

  � Loss to follow up (withdraw, referred to, and died) 

  � Women who were pregnant at the time of ART initiation and lactating mother (due to 

the reason that most of the time tablets are not ordered by doctors based on stage of pregnancy) 

3.5.Variables and Data description  

As described in section 3.3 the data was obtained from Hossana Queen Elleni Mohamad 

Memorial Hospital. Patents’ follow up time was six months gab according to the order of the 

doctor, though does not work for all patients and the data were recorded on patients’ medical 

follow up card by assigning an identification number per individual by health workers in the 

ART, which helps to find the patients profile easily during his/her next visit time, as described 

below in section 3.7. 
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The outcome variable  

The outcome variable was Enumeration of CD4+ cell counts (CD4+ T cells) per milliliter cube 

of blood of ART patients, which is count (since each patient’s CD4 cell is counted every six 

months).  The outcome for each individual was measured in every six months interval. 

Covariates  

Eleven covariates were used to meet the goal of the study. Three of these are continuous and 

eight of them are categorical covariates. 

Table-1: Covariates which were used for the analysis of data in this study 

No. Name Values/ Codes   

1. Test time   Month 

2. Age of Patient at ART 

initiation 

Year 

3. Sex  of patient                      Male =1, Female =0     

4. Level of Education                        No education=1, Primary=2, Secondary=3, 
Tertiary=4 

5. WHO Stage of the 

disease                       

I=1, II=2, III=3, IV=4 

6. Area/residence of the 

patient   

Rural=0, Urban=1 

7. Adherence to any of 

the drugs        

No=0, Yes=1 
 

8. Employment Status                       Unemployed=1, Employed=2, Working fulltime=3, 
Other=4 

9. Religion  Muslim=1, Orthodox=2, Protestant=3, Other=4 

10. Marital Status                               Never married=1,Married=2,Widowed=3,   
Divorced=4, Separated=5 

11. Baseline CD4+ cell 

counts 

  
Cells per ML cube of blood 

 

The covariates in the above table described as baseline age, time since a month of seroconversion and 
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baseline CD4+ cell counts are continuous covariates. Sex of the patient is the first categorical covariate with 

two levels: male and female. The second one is level of education with four levels: no education (not 

attended any of schools), primary (who learnt at most eighth grade), secondary (who learnt any of grades 

nine, ten, eleven, or twelve), and tertiary (who attended any of higher institutions). The third categorical 

covariate is (WHO) clinical Stage which is classified into four stages; I, II, III and IV; where stage I 

indicates asymptomatic disease, stage II indicates mild disease, stage III indicates advanced disease and 

stage IV indicates severe disease. The fourth one is area/residence of the patient classified as rural which is 

far from any of clinical centers in the zone and not near to any of the towns; urban which is for towns 

including Hossana town. The fifth categorical one is adherence to any of the drugs classified as Yes for 

patients who followed any of the drug combinations properly as recommended; No for patients who did not 

follow any of the drug combinations properly as recommended. The sixth one is employment status 

classified as unemployed who has no work in any of organizations or dependent, employed who works in 

any of organizations, working fulltime who is employed at any of organizations, but has no extra work as 

source of income, Other for any cases other than listed here. The seventh one is religion classified as 

Muslim, Orthodox, Protestant, and other for any of the religion not listed here. The last covariate is marital 

status having the levels: never married, married, widowed, divorced and separated.      

Time: Observation time of CD4+ T cells (Every six months). 

CD4+ T cells: number of CD4 cells per cubic milliliter of blood measured for each individual in every six 

months. 

3.6.Data collection and quality control  

The data was collected by reviewing pre-ART register, laboratory request, monthly cohort form, and follow 

up form, ART intake form, patients’ card and death certificate complemented by registration by home 

visitors. The most recent laboratory results before starting ART were used as a base line value. A total of 

two days training was given for all supervisors and data collectors. The overall activity was controlled by 

the researcher. Data quality was controlled by designing the proper data collection/reviewing materials and 

through continuous supervision. All completed data collection form was examined for completeness and 

consistency during data management, storage and analysis.  
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3.7.Check list for data collection 

The checklist consists of the following data 

  � Socio demographic data 

  � Base line clinical, laboratory and ART data 

  � ART treatment 

  � Follow up data 

3.8.Ethical Considerations 

Ethical clearance was obtained from Jimma University, College of Public Health and Medicine. And, the 

official ethical clearance also was obtained from Hossana Queen Elleni Mohamad Memorial Hospital 

medical director. To keep the confidentiality, the data collectors extracted the necessary data from the 

patient baseline and follow up card. Moreover, no personal identifier was used on data collection form. The 

recorded data was not accessed by a third person except the researcher, and was kept confidentially. Thus, 

the data obtained by checklist was organized by the researcher.  

3.9. Statistical Methods for Data Analysis 

3.9.1.  Exploratory data analysis 

It is a technique to visualize the patterns of data relative to research interests.  Since exploratory data 

analysis can serve to discover as much of the information regarding raw data as possible, plotting  

individual  curves  to  carefully  examined  the  data  should  be  performed  first  before  any  formal model 

fitting is carried out.  Thus, this study assessed the nature of the data by exploring individual profiles, and 

the average evolution. 

a) Exploring the individual profile:   To explore the individual profile, plot of the response with time  was 

used to  show  whether  there  is  a  noticeable  pattern  common  to  most  subjects.  These individual 

profiles can also provide some information on within and between subject variability. 

b) Exploring the Mean Structure: The major purpose of exploring the mean structure is to choose the 

fixed effects for the model. 

 To explore the overall mean, we plot the response variable against time including individual and overall 

mean profiles. In line with the overall mean,   the possible differences between the groups will be studied by 

plotting the mean of each group separately with the same figure.  
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Variance Function 

The variance function is used to model non-systematic variability (Kachman, 1998). Typically, with a 

generalized linear model, residual variability arises from three sources: (i), variability arises from the 

sampling distribution. For example, a Poisson random variable with mean µ has a variance of µ. (ii), 

additional variability, or over-dispersion, is often observed. Modeling variability due to the sampling 

distribution is straight forward. For Poisson sampling distribution, the variance function is given as: link 

function=log, inverse µµη == )var(,elink .Variability due to over-dispersion can be modeled in a number 

of ways. One approach is to scale the residual variability as ),()|var( ii vuy µφ= where ϕ is an over-

dispersion parameter. A second approach is to add an additional random effect, ),;0(~ φNei to the linear 

predictor for each observation. (iii) Select another distribution. For example, instead of using a one 

parameter (µ) Poisson distribution for count data, a two parameter (µ; ϕ) negative binomial distribution 

could be used. The three approaches all involve the estimation of an additional parameter, ϕ. Scaling the 

residual variability is the simplest approach, but can yield poor results (Kachman, 1998). 

The discussion was made on how estimates of the variance components can be obtained. Theoretically the 

variance component problem can be busted into two gears: (i), the estimation of the variance components 

associated with the random effects. (ii), the estimation of the variance components associated with the error 

distribution. 

3.9.2. Statistical Models 

Generalized linear models are usually in use for modeling univariate non-Gaussian data. GLMs take in a 

wide range of statistical models for counts, binary data, rates and ratios, time-to-event data, and others 

(Molenberghs and Verbeke, 2005 and Agresti, 2002). 

The first distinguishing feature of the Poisson model is that the variance is equal to the mean. However, in 

many applications with count data, the observed variance is greater than the mean, which is termed as over-

dispersion and it can also be less than what the model has in which case it is said under-dispersion to occur 

(Agresti, 2002). We will generically use the term over-dispersion to actually encompass both, even though 

under-dispersion comes with its specific issues Kassahun et al., (2012). For conventional GLM and over-

dispersion models, full maximum likelihood is a noticeable estimation itinerary. As made use of by these 

authors, certain over-dispersion models come down to a modification of the score equation, for which so-

called quasi-likelihood can be used. 
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One of the goals of this study will be to determine the appropriate model for CD4+ cell counts data and 

make available an implementation of the proposed general approaches with the software package, SAS 

procedure NLMIXED. Thus, as Kassahun et al., (2012) made use of, although modeling of count data like 

CD4+ cell counts to handle over-dispersion and correlation seems at first scene relatively complex, it can be 

implemented easily in the available standard software packages like SAS. 

3.9.2.1. Generalized linear models 

According to the authors, McCullagh and Nelder (1989), Agresti (2002), and Molenberghs and Verbeke 

(2005), although it is a very useful framework, there are some situations where general linear models are not 

appropriate: (i) the range of Y is restricted (e.g. count data like CD 4+ cell counts) (ii) the variance of Y 

(outcome) depends on the mean. Generalized linear models extend the general linear model framework to 

address both of these issues, to a linear combination of predictor variables. Generalized linear model is 

specified by three components: (i) the random component identifies a vector of observations of Y and its 

probability distribution; (ii) the systematic component is a specification for the vector µ in terms of a vector 

of p fixed unknown parameters β; (iii) and the link function specifies the function of E(Y) that the model 

equates to the systematic component.  

A big family of probability density functions is called an exponential family distribution η if it can be 

expressed as: 

,),/()( )},()]([{ 1 φηψηφφη yCyeyfyf +−−

=≡ where η  and φ  are unknown parameters, and (.)ψ and C (.,.) are 

known functions, η  and φ  are termed ‘natural parameter’ (or ‘canonical parameter’) and ‘scale parameter’, 

respectively. 

3.9.2.1.1. Poisson model 

The Poisson distribution belongs to the exponential family and is commonly used for the analysis of count 

data, like CD4+ cell counts. In this case, the distribution of the response is Y ∼ Poisson (θ). Anyone may be 

interested to explain variability between outcome(Y) values based on covariate values with density function. 
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The mean is given by θµ ==)(YE and the variance by .)var( θ=Y  Here, the scale parameter equals � = 1. 

Suppose Y1,…, YN is a sample of independent counts and let x�,…, xN represent the corresponding p-

dimensional vectors of covariate values. The Poisson regression model, with β a vector of p fixed, unknown 

regression coefficients is given by .)log( 'βλ ix=  

         3.9.2.2. Over-dispersion Models  

According to Wedderburn (1974), one possible way to deal with over-dispersion for counts based on binary 

data is to allow for the over-dispersion parameter ϕ ≠1 and only specify a relation between the mean and the 

variance, and then apply quasi-likelihood estimation. A simple quasi-likelihood approach uses the variance 

function, ./)1()var( iiii nπθππ −= In this context, if θ> 1, over-dispersion is said to occur.  A key 

assumption of the GLM Poisson model is that the variance is equal to the mean, .)var( θµµ ==  However, 

as Agresti (2002) suggested, in many applications with count data, the observed variance is higher than the 

mean, leading to over-dispersion. In the CD4+ cell counts data which was described in section 3.5, suppose 

that Yij denote the number of CD4+ cell counts collected from patient i at time j. These counts may vary 

from patient to patient based on factors Age of Patient, Sex of patient, Level of Education, Adherence to any 

of the drugs, Test time, Drug Regimen, Base line CD4 cell counts, Marital Status, Religion, Location/ 

residence of the patient, and Employment Status at treatment initiation, which in turn will induce 

heterogeneity, leading to more variation in the data than predicted by the Poisson model (over-dispersed).  

Like the clustered binary and binomial data, we can apply quasi-likelihood estimation here (Wedderburn, 

1974). Furthermore, if θ> 1, over-dispersion is said to occur. As some authors implied, an alternative 

approach to modeling over-dispersion in count data is combining a Poisson distribution with a random 

effect θi to handle the unobserved heterogeneity. Then, ).(~| iiii PoissonY µθθ As the authors Breslow 

(1984), Hinde and Demétrio (1998a), and Hinde and Demétrio (1998b), brought about, since θi is 

unobserved, it is common to assume a gamma distribution, so that the uncondition distribution of the 

outcome turns out to be a negative binomial distribution. The negative binomial distribution has mean

µ=)(YE  and variance ),1()var( 2σµ +=Y where σ2 is the variance of the unobserved term. If σ
2> 0, the 

variance is greater than the mean, implying that the negative binomial allows for over-dispersion. When σ2 

= 0, the Poisson model results as a special case.  

3.9.2.3. Generalized linear mixed models 
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A generalized linear mixed model is a model which gives us extra flexibility in developing an appropriate 

model for the data (Breslow, and Clayton, 1993). Linear mixed models provide a powerful means of 

predicting changes in CD4+ cell counts. 

However, for many circumstances the assumptions of linear responses, constant variance, and normality are 

questionable. Generalized linear mixed models provide a means of modeling these deviations from the usual 

linear mixed model. This study will examine what constitutes a generalized linear mixed model, issues 

involved in constructing a generalized linear mixed model (Kachman, 1998). 

In this section the linear mixed model and when the implied assumptions are not appropriate as was 

discussed. A linear mixed model is );(~| RZuXNuY +β where );0(~ GNu , X and Z are known design 

matrices, and the covariance matrices R and G may depend on a set of unknown variance components. The 

linear mixed model assumes that the relationship between the mean of the dependent variable Y and the 

fixed and random effects can be modeled as a linear function, the variance is not a function of the mean, and 

that the random effects follow a normal distribution. Any or all these assumptions may be violated for 

certain circumstances.  

A case where the assumption of linear relationships is questionable is number of CD4+ cell counts. Thus, 

due to some factors it may continuously decreases and with the modification of the treatments it may 

somehow improve. 

A number of approaches have been taken to address the deficiencies of a linear mixed model. 

Transformations have been used to stabilize the variance, to obtain a linear relationship, and to normalize 

the distribution. However, the transformation needed to stabilize the variance may not be the same 

transformation needed to obtain a linear relationship. For example, a log transformation to stabilize the 

variance has the side effect that the model on the original scale is multiplicative. Linear and multiplicative 

adjustments are used to adjust to a common base and to account for heterogeneous variances. We have a set 

of estimation procedures which are based on a linear mixed model and manipulate the data to make it fit a 

linear mixed model. 

It seems more reasonable to start with an appropriate model for the data and use an estimation procedure 

derived from that model. A generalized linear mixed model is a model which gives us extra flexibility in 

developing an appropriate model for the data (Breslow, and Clayton, 1993).  

According to Engel and Keen (1992), Molenberghs and Verbeke (2005), and Pinheiro and Bates (2000), 
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when non-Gaussian data are repeatedly measured like CD4+ cell counts, the GLM is usually extended to 

generalized linear mixed models (GLMMs), with a subject-specific random effect, usually a Gaussian type, 

added in the linear predictor to capture the correlation. According to these authors, GLMMs combine the 

properties of linear mixed models and generalized linear models. 

Suppose that Yij is an outcome, number of CD4+ cell counts for the i th subject measured at the jth time 

point(in month), and bi are assumed to be normally distributed with mean 0 and variance-covariance matrix 

D, that is ),,0(~ DNbi with 0)( =ibE  and Dbi =)var( . Then, it is assumed that the conditional distribution 

of the response, Yij |bi is independent and belongs to the following exponential family density 

)},()]([1exp{),|( θθψθθθ ycybyf ijijijiiji +−−=                                                                                   (3.2) 

The expectation is )()|( ''1
iijijijiij bzxbYE +== − βηµ , where η (.) is a known link function, xij is a p-

dimensional design matrix of the fixed effect parameters β, and zij is a q-dimensional design matrix of the 

random effects bi (Kassahun et al., 2014). 

The likelihood contribution of subject i is 

 ),,|( ϕβ iiji byf = .)|(),,|(
1
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j
ij dbDbfbyf ϕβ∫∏

=

                                                                                 (3.3) 

From this, the likelihood for β, D and φ is given as 

),,( ϕβ DL = ,)|(),,|(
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dbDbfbyf ϕβ∫∏∏
==

                                                                                    (3.4) 

Thus, as Molenberghs and Verbeke (2005) and Skrondal and Rabe-Hesketh (2004) show, expression (3.4) 

does not have an analytical solution, and hence numerical approximations are needed. 

For count data (CD4+ cell counts, in this study), let Yij be the value of the number of CD4+ cell counts for 

patient i and time point j. It is customary to assume that 

)(~ ijij PoisY θ                                                                                                                                               (3.5)  

With the conditional mean θij modeled as ).exp( ''
iijijij bzx += βθ    

The variance components can be estimated using the approximate REML quasi-likelihood (Breslow and 

Clayton 1993) which after some algebra is 

 


���; �� =  −1/2�� |�| − 1/2�� |����v − 1��| − 1/2�y ∗ −����′v − 1�y ∗ −����                       �3.6� 

, where �  is the vector of variance component and � =  " + �$%$′�′.  For the variance components 
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associated with the random effects in G the estimating equations remain the same.  

Estimation of the variance components associated with the error distribution is more problematic. The 

quadratic form becomes 

&' − ∧
µ (

�
" − 1 ∂ )

∂ ø "1 &' − ∧
µ (.                                                                                                                          �3.7� 

However, the corresponding functions for the linear mixed model assumes that R=Iσ20. The functions of the 

left hand sides for ϕ are 

,00�.� = [01� Φ � − 2 012 Ω Φ 3 +  01� Ω Φ Ω Φ �] 
,50�.�  = 601 &.7 &�′�′ Φ ��     �′�′ Φ �$  

$′�′ Φ ��    $′�′ Φ �$ ( .7�(8 
 

9ℎ;1; .7 =  �.7<     .7=   …    .7?  �, Φ = " − 1 ∂ )
∂ ø " − 1 

                                                        Ω = �HX   HZ�C2E�F�G�F�3.                                                                                       (3.8) 

 
3.9.2.4. Poisson-normal-gamma models for over-dispersion and correlation 

Correlation and over-dispersion can crop up simultaneously, in practice. So that some authors have been 

proposed some techniques and they have formulated a flexible and unified modeling framework to overcome 

this, which afterwards termed as the so-called combined model, to handle a wide range of hierarchical data, 

including count, binary, and time-to-event data. 

Molenberghs et al., (2010) together with other authors brought two sets of random effects. The normally 

distributed subject-specific random effects capture the correlation, while the conjugate measurement specific 

random effects on the natural parameter which leads to the beta-binomial model for binary data and the negative-

binomial model for count data, and are used to put up over-dispersion. The Poisson-normal-gamma model 

having both the over-dispersion and normal random effects takes the form: 

)}.,()]([1exp{),|( φθψθφφ ycybyf ijijijiiji +−−=    The expectation is, 

2
ij

2
ij ),,(~,)|( ijijijijijijijiij andgwherebYE σϑσϑθκθµ ==  are mean and variances of θij, respectively. The 

likelihood contribution of subjection for the model is given as: 
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From the above, the likelihood 

contribution of all subjects in common is given as below: 

∏
=

Σ=Σ
N

j
iiii DyfDL

1

),,,|(),,,( ϑϑϑϑ                      

                     = iiiiiiiiij

n

j
ij

N

j

ddbfDbfbyf θϑθθϑ ),|()|(),,|(
11

Σ∫∏∏
==

                                                       (3.9) 

The Poisson-normal-gamma model assuming that counts are generated from a Poisson-normal-gamma 

process has mean ),/1,(~ ααθκθλ Gammawithc ijijijij =  where the subscript ‘c’ refers to the conditional, as 

Kassahun et al., (2014). 

For this study, CD4+ cell count data, let Yij be the jth outcome repeatedly measured for patient for i=1,…, N, 

time point j=1, …, ni. The Poisson model with normal and gamma random effects can be specified as 

)(~ ijijijij PoisY κθλ =                                                                                                                                 (3.10) 

, with the conditional mean λij modeled as θijκij and )exp( ''
iijijij bzx += βκ  

andxGammaandDNb ijiji ),,(~),,0(~ βαθ ijz P-dimensional and q-dimensional vectors of known 

covariate values, and β a p-dimensional vector of unknown fixed regression coefficients. 

Molenberghs et al., (2007) and Molenberghs et al., (2010) marginalized the Poisson-normal-gamma model 

analytically over the gamma random effect, whereby this partially marginalized model takes the form: 

                                          ijjjijijiijiij dfbyfbyf θβαθθββ ∫= ),|(),,|(),|( 11  
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Herein after, further numerical integration over the normal random effects can be made to obtain the 

maximum likelihood estimates, marginal expressions for the mean vector )( ijYE and variance-covariance of 

Y i. 

Here one has to mind that the Poisson-normal GLMM results as an exceptional case of the Poisson-normal-

gamma model, when over-dispersion random effects θij are gone astray, with a conditional mean given by:  
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)(~ ijij PoisY κ                                                                                                                                             (3.11) 

As Kassahun et al., (2014) used, one can apply the following notations conventionally. The Poisson-normal-

gamma model which brings both features together is denoted as (PNG), where ‘P’ refers to basic Poisson 

model, ‘N’ refers to normal random effects and ‘G’ stands for gamma random effects. The extraordinary 

case, which follows by excluding the gamma random-effects structures, i.e., the Poisson-normal GLMM is 

denoted as (PN-), and leaving out only the normal-random effects by (P-G), but the simplest case is when 

both random-effects are dropped, leading to Poisson GLM model (P--).  

Note that there are other examples of models including non-normal random effects. For example, Lee and 

Nelder (2001, 1996), in a series of influential papers, proposed hierarchical generalized linear models, 

where random effects can be non-normal. In addition, these authors proposed a computationally feasible 

estimating method, both in numerical as well as in statistical terms. 

Variable selection technique: In all models, to select significant variables, first the main effect and main 

effect by time interaction was incorporated to the initial candidate model. After that, avoiding non-

significant variables one by one starting from the most non-significant terms or simply backward selection 

technique. 

The NLMIXED procedure for model comparison 

The PROC NLMIXED procedure fits nonlinear mixed models—that is, models in which both fixed and 

random effects enter nonlinearly. 

It fits nonlinear mixed models by maximizing an approximation to the likelihood integrated over the random 

effects. Different integral approximations are available, the principal ones being adaptive Gaussian 

quadrature and a first-order Taylor series approximation. A variety of alternative optimization techniques 

are available to carry out the maximization; the default is a dual quasi-Newton algorithm. 

Successful convergence of the optimization problem results in parameter estimates along with their 

approximate standard errors based on the second derivative matrix of the likelihood function. PROC 

NLMIXED uses adaptive Guassian quadrature method by default. This procedure enables you to analyze 

data that are normal, binomial, or Poisson or that has any likelihood programmable with SAS statements. 

Poisson and negative binomial regression models are designed to analyze count data.  

However, Poisson and negative binomial regression models differ in regards to their assumptions of the 
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conditional mean and variance of the dependent variable. Poisson models assume that the conditional mean 

and variance of the distribution are equal. Negative binomial regression models do not assume an equal 

mean and variance and particularly correct for over-dispersion in the data, which is when the variance is 

greater than the conditional mean (Osgood, 2000; Paternoster et al., 1997).  

Although the AIC can be used in association with mixed models, it is not common to be used with the 

models discussed above to select either the optimal set of explanatory variables or other structures. Hence, 

finally the four models were compared using −2log-likelihood comparison technique.   

Nonlinear Mixed-Effects Models 

We suppose there are N independent clusters, with ni members in the ith cluster. Let Yik denote the outcome 

for the kth member of the ith cluster, i = 1, . . . , N; k = 1, . . . , ni. Let xik be the covariate vector for the kth 

member of the ith cluster, and bi a random effect associated with the ith cluster. The random effects have 

density function f (bi|θ), with θ the vector of parameters for the distribution of bi. The distribution of Yik 

given xik and bi has density f (yij|xij, bi, β), indexed by the parameter vector β. We allow both f (yij |xij, bi, β) 

and f(bi|θ) to have any general parametric density. Given the random effects bi, we assume the Yik’s within a 

cluster are mutually independent. The MLE of (β, θ) is obtained by maximizing the marginal likelihood. 

The ith cluster’s contribution to the marginal likelihood is 
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And thus, the likelihood to be maximized is 
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Clearly, (3.13) involves integration over the distribution of bi and, in general, does not have a closed form.  

A number of methods are available for maximizing this likelihood directly (Geyer and Thompson, 1992) or 

via approximations (Pinheiro and Bates, 1995; Lindstrom and Bates, 1990; Breslow and Clayton, 1993; 

McGilchrist, 1994; Liu and Pierce, 1994; Wolfinger and Lin, 1997), respectively). Many of these methods 

assume )|( θibf is normal. Numerical integration techniques, such as Gaussian quadrature (Davidian and 

Gallant, 1992; Liu and Pierce, 1994), are used increasingly for fitting NLME’s. These methods are 

available, for example, in PROC NLMIXED in SAS, but only for the case of one or more normally 

distributed random effects. As we shown, non-normal random effects can be accommodated within the 
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numerical integration techniques available in PROC NLMIXED, via the use of the probability integral 

transform. 

Suppose that the random effects (assumed continuous) have a non-normal distribution )|( θibf , but 

available software programs are restricted to normal random effects. Let a_i be a random effect from a 

standard normal distribution, that is, a_i∼normal (0, 1). Then, using the probability integral transform (Hoel 

et al., 1971), ui = Φ (a_i) has a uniform (0, 1) distribution, where Φ (·) is the standard normal cumulative 

distribution function (CDF). 

Applying the probability integral transform once more, Fθ (bi) also has a uniform (0, 1) distribution, where 

Fθ (·) is the CDF of bi, with parameter θ. It then follows that bi =Fθ
-1(ui) has density f (bi|θ), whereFθ

-1(·) is 

the inverse CDF of bi. Thus, bi = Fθ
-1(Φ (a_i)) has the non-normal distribution of interest. Almost all major 

statistical software packages have the Φ (·) function built-in, as well as most common inverse CDF’s (e.g., 

beta, gamma, t, and chi-square). Therefore, in terms of the normal random effect a_i, using probability 

theory for transformations, the ith cluster’s contribution to the marginal likelihood can be re-written as 
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Where ϕ�. � is  the standard normal probability density function. The marginal likelihood in (3.14) can be 

approximated by quadrature and standard maximization methods (e.g., Newton-Raphson, quasi-Newton) 

can be used to solve for ),(
∧∧
θβ .  

The idea of using a probability integral transform for modeling a single non-normally distributed random 

effect can be extended in a straightforward manner to two or more independent non-normal random effects 

(bi1, bi2, . . .), with densities )( iji bf and CDFs )( ijj bF . 

In the case of two independent non-normal random effects (bi1, bi2), the probability integral transform can 

be applied as follows. Let (ai1, ai2) be two independent normally distributed random effects, with zero means 

and each with a variance of one, such that� 21, ii aa �  ∼  KL1MN��0, [1 00 1]�. 
Let ),()( 2211 iiii aanduau Φ=Φ= both with a uniform (0, 1) distribution. Then applying the probability 
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integral transform to each variable, F1 (bi1) and F2 (bi2) also have independent uniform distributions, so that 

bi1 = F1
-1 (ui1) has density f1 (bi1) and bi2 = F2

-1(ui2) has density f2 (bi2). The extension to more than two 

independent non-normal random effects follows in a similar manner. When correlation is present between 

two or more non-normal random effects, the probability integral transform method becomes more 

complicated and requires the use of a multivariate probability integral transform approach (Genest and 

Rivest, 2001). 

However, if one defines gi = θ1gi2, then gi has the gamma distribution. Letting Fθ1
-1 (·) denote the inverse 

CDF (often referred to as the “quantile function”) of the gamma distribution, and Φ(·) be the standard 

normal CDF, then, when using PROC NLMIXED in SAS, the gamma random effect gi is obtained via the 

following set of transformations: 

1. ai∼ N(0, 1) 

2. pi = Φ(ai) 

3. gi2 = Fθ1
-1 (pi) 

4. gi = θ1gi2. 

As θ1 approaches 0, observations within a cluster are independent, while large values of θ1 induce high 

within-cluster correlation. 

3.9.2.5. Estimation Techniques  

It is straightforward to obtain the fully marginalized probability by numerically integrating over the normal 

random effects, and using a tool such as the SAS procedure NLMIXED that allows for normal random 

effects in arbitrary, user-specified models as Kassahun et al., (2014). 

Estimation Methods for over-dispersion models 

Maximum Quasi-Likelihood 

For constant over-dispersion models with a variance of the form )()var( iiiY µµν= to estimate the 

regression parameters maximize the quasi-likelihood 

O = 1/2 ∑ QR�S7,T7�
U VW7X= , where D the variance function  

Y�', μ� = −2 [ S\]
^ �0�_0T

S  , 
∧
β  is the same as the maximum likelihood estimation for the exponential family 

with variance function V (µ), e.g. for V (µ) = µ – Poisson (John, 2007). 
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For over-dispersed Poisson model, iiyipn
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The standard errors of the
∧
β   are used as for the non dispersed model inflated by

~

φ . 

Model selection 

Fitzmaurice (1997) uses the Akaike information criterion (AIC) and -2likehood to compare deviances from 

different models. But, as the models are not nested, -2likehood was used to select the best model. 

Testing Over-dispersion 

Obtaining a goodness of fit test for over-dispersed models is not as simple as in say fitting a binomial or Poisson 

model where the residual deviance or Pearson Ch-square can often be used, at least as an approximate test. 

Model Checking Technique 

In GLMM, it is assumed that the random effects are normally distributed and uncorrelated with the error 

term. Residual plots can be used visually to check normality of these effects and to identify any outlying 

effect categories. Examining the plot of the standardized residuals versus fitted values by any covariates of 

interest can give a better feeling. The assumption of normality for the within-group error was assessed with 

the normal probability plot of the residuals by covariates. Similarly, Normality of the random effects is 

assessed using Normal Plot of each random effect. Normal plot of estimated random effects helps for 

checking marginal normality and to identify outliers. 
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                                                        CHAPTER FOUR 

4. RESULTS AND DISCUSSION 

      4.1. Baseline Information and Descriptive Statistics of CD4+ cell counts 

A total of 222 adult ART HIV-1-positive patients (1047observations) were used with a minimum of one and 

maximum of nineteen measures of CD4+ cell counts per individual patients. The baseline demographic 

characteristics and descriptive statistics of patients are displayed in table-2 below. Out of these ART 

patients, 131(59%) were female patients and 91(41%) were male patients, 175(78.8%) were living around 

rural out of Hossana town and 47(21.2%) were living around urban centers including Hossana town, the 

mean and standard deviation of baseline CD4+ cell counts are 355.9 and 321.4 cells per milliliter of blood, 

respectively, the mean and standard deviation of age of patients are 31.06 and 8.5 years, respectively, 

57(25.67%) are not educated, 98(44.1%) learnt primary education, and 52(23.4%)  learnt secondary and 

above, 35(15.80%) are never married, 128(57.70%) are married, 24(10.80%) are widowed, 19(8.60%) are 

divorced, and 16(7.20%) separated, 26(11.70%) are Muslim, 63(28.4%) are Orthodox, 119(53.60%) are 

protestant, 5(2.30%) are Catholic, and 9(4.1%) are Others, 57(25.70%) are unemployed, 60(27.00%) are 

employed, 39(17.60%) are working full time, 65(29.30%) are following the drug combinations properly and 

157(70.70%) are not taking the drug combinations properly, most of the patients 68(30.60) are in WHO 

stage III, the minimum and maximum CD4+ cell counts are 7 and 2000 cells per milliliter of blood, 

respectively, the mean and standard deviation of CD4+ cell counts were 438.511 and 307.75 cells per 

milliliter of blood, respectively.    

Table-2: Baseline average value and standard deviation of covariates with their Percentages and 

frequencies for CD4+ cell counts of HIV-1-positive patients’ data. 

 CD4+ cell counts [mean (St.d) & # patients (%)] 

Variables           Levels Mean(St.d)  # Patients (%) 

     

Baseline CD4+ cell 

counts 

          - 355.891(321.455)  222(100) 

Age of patients           - 31.067(8.521)  222(100) 

     

Educational level   No education 288.000(66.30)  57(25.67) 
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of patients   Primary  489.491(323.71)  98(44.10) 

  Secondary 409.077(279.44)  52(23.4) 

  Tertiary 444.469(328.37)  15(6.76) 

Sex of patients    Female  338.061 (330.467)  131(59.00) 

  Male  381.560(308.00)  91(41.00) 

     

Marital Status of 

patients 

  Never married 432.714(416.537)  35(15.80) 

  Married 331.335(276.971)  128(57.70) 

  Widowed 369.500(352.421)       24(10.80) 

  Divorced 323.526(347.029)      19(8.60) 

  Separated 402.312(349.103)  16(7.20) 

Religion of patients   Muslim 567.730(355.185)     26(11.70)                

  Orthodox 376.333(371.689)  63(28.40) 

  Protestant 337.969 (286.336)  119(53.60)         

  Catholic 317.400(174.321)    5(2.30)         

  Other 437.222(385.016)  9(4.10) 

Employment 

Status of patients 

  Unemployed 289.666(245.476)  57(25.70)  

  Employed 1072.000(453.234)               60(27.00) 

 Working full time 331.641(261.385)  39(17.60) 

  Other 383.687(335.383)  66 (29.73)  

Adherence to  any 

of the drugs  

  No 349.758 (306.857)  157(70.70) 

  Yes 370.707(356.357)  65(29.30) 

WHO Stage of the 

disease 

  I 359.416(332.894)  60(27.00) 

  II  413.873(323.824)  71(32.00) 

  III  333.647(317.347)  68(30.60) 

  IV  233.478(269.075)  23(10.40) 

Area of the 

patients  

  Rural 364.595(358.506)   175(78.80) 
 

  Urban 353.554(311.835)  47(21.20) 
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4.1.2. Exploratory  analysis  for CD4+ cell counts data  

The first step in any model-building process is exploratory data analysis as done below. 

 

               Figure-1: Individual Profile plot for CD4+ cell counts of HIV-1-positive patients 

As depicted in figure-1, the individual profile plot indicates that most of the CD4+ cell counts are 

concentrated around below 500 and there is high variation in CD4+ cell counts at the baseline than at the 

end and the CD4 cell counts appear to be increasing and decreasing over time, the degree is very high. 

 

            Figure-2: Individual Profile plot for CD4+ cell counts of HIV-1-positive patients by Sex 

Furthermore, besides plotting the response over time, it is also useful to include different subgroups on the 

same graph to illustrate the relationship between the response and an explanatory variable over time.  
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Figure-2 shows that there is high variation in CD4+ cell counts at the baseline than at the end in both sex, 

but the variation of CD4+ cell counts in female is more pronounced than in male and the same feature can 

be seen as for figure-1 above. Thus, between and within-subject specific difference in variation can’t be 

ignored. 

Loess Curve 

 

   Figure-3: Loess smoother for CD4+ cell counts of HIV-1-positive patients 

The loess smooth curve, as shown in figure-3, suggests that the average profile of CD4+ cell counts has a linear 

relationship over time and almost fairly constant around below 500 cells per milliliter of blood. It indicates that 

CD4+ cell counts show a slight increasing pattern over time, but the rate of increasing is very low. And also it 

indicates the linear time effects to be included as fixed-effects in the model.  

NB:- Loess smoother and  individual profile for most categories of the covariates with two/more levels like 

adherence to any of the drug combinations, area/residence of patients, and marital status, not displayed here 

for the sake of redundancy, seem very similar to those  in figures 2 and 3,  ( see appendix 1).  

4.2. Statistical Models of Data Analysis 

4.2.1. Comparison of Poisson, Poisson-gamma, Poisson-normal, and Poisson-normal-gamma Models  

Since the response variable in this study is counts and the data is over dispersed as the variance of CD4+ 

cell counts (94710.06) is greater than the mean(438.511), the Poisson model is fitted including different 

random effects(gamma and normal) to handle both over dispersion and correlation, respectively.  Table-3 

displays the comparison among four models, GLM (Poisson model without random effect to handle over 
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dispersion), GLMM (Poisson model with normal random effects to oversee the correlation), Poisson model 

with the gamma random effects (negative-binomial model) to grip extra variation in the data, and Poisson-

normal-gamma model, model with both normal and gamma random effects to discuss about both correlation 

and over dispersion simultaneously 

Table-3:  Comparison of Poisson, Poisson-gamma, Poisson-normal, and Poisson-normal-gamma Models. 
 

 

 

                                                           Models                         

Effects and 

parameters  

 Poisson Poisson-normal Poisson-gamma Poisson- 

normal-gamma 

      

Effects   Parameters Estimate (Se.) Estimate (Se.) Estimate (Se.) Estimate (Se.) 

      

Intercept β0 6.055(0.038)     6.050(0.067)     6.131(0.081)       6.136(0.087)          

Time β1 0.002(0.001)     0.002(0.001)     -0.005 (0.002)       -0.006(0.003)          

Age  β2 -0.006(0.001)     -0.006(0.001)     0.004(0.002)       0.004(0.002)          

Sex β3 0.052(0.004)     0.052(0.004)     0.073(0.058)*      0.071(0.061)*         

Sex*Time β4 -0.004(0.001)      0.093(0.031)     -0.004 (0.002)       -0.003(0.002)*          

Sigma σ 0.550(0.030)  1.568E-8(0.082)     - 0.164(0.036)     

Negative-

binomial 

parameter 

α  - - 2.170(0.089)    2.287(0.101)     

1/ alpha β - - 0.460(0.019)     0.437(0.019)      

Variance 

RIS 

d - 2.46E-16(-)           - 0.027(0.012)     

−2log-

likelihood 

- 151870 151975 14536 14527 

* Estimates which are not significant at 5% level of significance. 
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Let’s consider the above models where the random intercept bi is assumed to be zero-mean 

normally distributed with variance d. 

We consider special cases (1) the ordinary Poisson model, (2) the negative-binomial model, (3) 

the Poisson-normal model, together with (4) the Poisson-normal-gamma model. Estimates 

(standard errors, p-values) are presented in table-3. Clearly, both the negative-binomial model 

and the Poisson-normal-gamma model are important improvements, in terms of the likelihood, 

relative to the Poisson-normal model and ordinary Poisson model. This should come as no 

surprise since the latter (Poisson model) unrealistically assumes there is neither over-dispersion 

nor correlation within the outcomes, while clearly both are present. In addition, when 

considering the Poisson-normal-gamma model, there is a very strong improvement in fit when 

gamma and normal random effects are simultaneously allowed for as also the over dispersion 

parameter, Variance RIS (d) is significant (P= 0.0208) implying the presence of considerable 

extra variability due to the grouped nature of the data, which is beyond what can be 

accommodated by the combined model. Furthermore, the AIC comparison if one may interested 

on, also gives the same decision that the combined model (P-N-G) has the least AIC value. 

This strongly affects the point and precision estimates of the coefficients of covariates, where all 

covariates except, time sex interaction in Poisson-normal-gamma model and sex in Poisson-

gamma and Poisson-normal-gamma model, are significant in all models for the progression of 

CD4+ cell counts of ART patients.  

Of course, one must not forget that, while the negative-binomial model accommodates over-

dispersion, the θij random effects are assumed independent, implying independence between 

repeated measures. Again, this is not realistic and therefore the Poisson-normal-gamma model is 

a more viable candidate, substantiated further by the abovementioned likelihood comparison.  
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Table-4: Comparison of Poisson-normal model among random effects for CD4+ cell counts data 

 

 

Effects and 

parameters 

                                  Models 

Poisson-normal(random intercept 

only) 

Poisson-normal(with  

Random intercept& slope) 

    

Effects   Parameters Estimate (Se.) Estimate (Se.) 

    

Intercept β0 6.026(0.038)     6.072(0.007)          

Time β1 0.003(0.001)     0.004(0.000)     

Age β2 -0.006(0.001)     -0.004(0.001)     

Sex β3 0.102(0.005)     0.042(0.004)     

Sex*Time β4 -0.002(0.002)     -0.003(0.001)     

normal 

random 

effect 

b -1.188(0.099)   - 

var(b1) d11 - 0.145(0.002 )    

Var(b 2) d22 - 0.001(1.552E-6)     

Cov(b1,b2) d12 - -0.004(0.001)     

−2log-

likelihood 

-              151689          137475 

 

The random slope model strongly improves the fit of the model based on the likelihood 

comparison. The estimates and standard errors of the covariates are similarly significant in both 

models for the response variable. All the normal random effects in the slope model are 

significant implying that the correlation among subjects is evident.  
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Table-5: Comparison of Poisson-normal-gamma model without and with random effects for 

CD4+ cell counts data 

 

 

Effects and 

parameters  

                                             Models 

Combined model(with  no 

random effect) 

Combined model(random effect) 

Effects   Parameters Estimate (Se.) Estimate (Se.) 

    

Intercept β0 6.136(0.087)          5.876(0.006)          

Time β1 -0.006(0.003)          0.003(0.001)     

Age β2 0.004(0.002)          -0.006(0.001)     

Sex β3 0.071(0.061)*          0.106(0.005)     

Sex*Time β4 -0.003(0.002)*          -0.002(0.001)     

Negative-

binomial 

parameter 

α  2.287(0.102)     2.170(0.089)    

1/ alpha β 0.438(0.019)      0.461(0.019)     

Variance 

RIS 

d - 0.027(0.012)     

theta_1 θ - 0.089(0.001)     

−2log-

likelihood 

- 14527 152476 

* Estimates which are not significant at 5% level of significance. Combined model=Poisson-normal-

gamma model. 

As the above table-5 shows, allowing for the extension of the Poisson-normal-gamma model to 

include both random intercept and random slope does not improve the fit based on the likelihood 

comparison. As the respective quantities are significant, it is evident that there are both over-

dispersion and correlation as the individual models (table-4 and table-5), respectively shows, and 

also supported by data exploration and descriptive statistics that the observed sample variance is 

greater than the sample mean which leads to over-dispersion.  
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The estimates of the covariates in both models are more or less similar, except an improvement 

in the slope model for the time sex interaction and sex, where time has a linear relationship with 

CD4+ cell count, which is what we observed in the graph showing the average trend. Thus, in the 

slope model, all the covariates are significant including the time sex interaction and sex for the 

change in the CD4+ cell counts of ART patients following HAART. However, the random 

intercept model supports the same thing except for the time sex interaction and sex which may be 

of interest to estimate. In plural term, the random intercept Poisson-normal-gamma model is 

chosen based on likelihood comparison and further discussion can be made on if any. 

Model diagnostics   

Residual versus fitted value plot for final Poisson-normal-gamma model is presented in 

Appendix-2, it does not show any systematic pattern this point out the model fits the data well 

and the Q-Q plot also verifies the residuals are normally distributed and symmetric around zero. 

Thus, it meets the assumption of error term. Besides to the above, the non linearity of the Q-Q 

plot confirms the model is not linear, which is somewhat contradictory to analytical model 

results above, i.e., further overlook at it should be made. Furthermore, the residual versus 

predicted recommended that there is a uniformity of residuals specifies that homogeneity of error 

variances. Plots of observed versus fitted value of CD4 count is given in Appendix-2, it verifies 

that there is a close agreement between observed and fitted values suggested that this model is 

good in predicting CD4 count. Q-Q plots for normality of random effects are also given in the 

same Appendix; which illustrates the random effects are normally distributed with mean zero 

and variance covariance matrix G. Thus, the fitted Poisson-normal-gamma model is fine for 

ART data. 

4.3. DISCUSSION 

A retrospective longitudinal study was conducted at Hossana Queen Elleni Mohamad Memorial 

Hospital, SNNPR, Ethiopia to determine the appropriate model for CD4+ cell counts and to 

characterize the time course of CD4+ cell progress with the software package, SAS procedure. 

 The data was unbalanced because some subjects were not keeping the regular time schedule and 

they were measured at different time points and the number of measurements was different 

across a subject which is similar to Vernon et al., (2013). The time scale was used in a monthly 
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format though a six months interval schedule was not worked for some patients which might be 

reluctance of subjects to follow up.  The data was analyzed by version SAS 9.2 using PROC 

NLMIXED procedure that fits nonlinear mixed models—that is, models in which both fixed and 

random effects enter nonlinearly. PROC NLMIXED fits nonlinear mixed models by maximizing 

an approximation to the likelihood integrated over the random effects. This makes the approach 

to analyze data of this study unlike to other studies done on CD4+ cell counts. 

As the result of this study reveals that the mean and standard deviation of CD4+ cell counts per 

milliliter of blood are not consistent with the result of the study conducted by Gezahegn (2011) 

at Durame and Hosanna hospital found. This disagreement in result may be due to the sample 

size the study included, due to it was made at two different hospitals and due to differences in 

educational and socio-economic levels. Exploratory data analysis reveals that there is a time 

trend in the data and the average profile of CD4+ cell counts has a little linear relationship over 

time which is unlike the SAS sasuser.aids data analyzed using linear mixed model by Michael 

(2002). This difference may be due to smoothing technique, time scale, number of observations, 

and progressive pattern of baseline CD4+ cell counts. However, in this current study, this could 

not affect the random effect structure to be included in the model. Thus, no improvement in the 

analysis when non-linearity was assumed and hence, as shown from the relationship a linear time 

effect was studied on CD4+ cell counts.   

 Most of the patients were females and they had lower mean CD4+ cell counts than males before 

ART was initiated which is similar to Moges et al., (2013). This is because females are 

biologically and socially more vulnerable to HIV infection in the developing countries. However, 

this is inconsistent with Kumarasamy et al., (2008) reported from India. This difference could be 

due to several reasons as described in that study; HIV associated TB could be the contributing 

factor for the low CD4+ count in males as the proportion of patients having TB was significantly 

higher in male HIV positive patients than females. In addition, it may be due to a sex-related 

difference in the overall CD4+ counts among males and females. HIV sero-negative Ethiopian 

females had relatively higher CD4+ cell counts than HIV seronegative males like reported by 

Yanis et al., (2005) and Tsegay et al., (1999).  

Most of the HIV infected patients enrolled in this study were living around rural out of Hossana 

town as found out by Nuredin (2007) in another study at Adama hospital and most of the patients 
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were young mean age of 31 years old who were sexually more active and thus have a higher risk 

of infection which is comparable to the study conducted by Moges et al., (2013) at Zewuditu 

Hospital Addis Ababa, Ethiopia. These findings as found by these authors could conform as 

previous reports from elsewhere in Ethiopia which reported that HIV prevalence decreases 

significantly to increasing level of education as well as their socio economic status. 

The data in this study indicates that the majority of HIV patients started antiretroviral treatment 

with more advanced immunodeficiency status. Since the majority of HIV patients had AIDS as 

defined by their CD4 cell counts < 200 cells/µl, indicating advanced immune suppression at 

initiation of ART. This was significantly higher when compared to the studies conducted in 

Nigeria, south eastern United States and Thailand which reported a lower rate of AIDS at the 

initiation of ART (Chasombat et al., 2009;   Nwokedi et al., 2007). Therefore, in the hospital of 

this current study, delayed enrollment in ART program could be attributed by several factors 

such as due to fear of stigma. In Ethiopia, as described by the above authors, only one third of 

HIV infected persons disclosed their HIV status to their partner further compromising the 

utilization of the counseling and testing and ART services. A similar observation was made 

among South Africans where patients stared ART program with advanced immunodeficiency 

status. These findings indicate urgent need to promote early and enhanced HIV testing to enable 

HIV/AIDS patients to benefit from the expanding ART services (Stohr et al., 2007). 

Using stepwise selection technique, enter and remove, and backward technique, the most non-

significant covariates are removed and the rest in the model are refitted and so on.  At the last 

step the procedure ends with (the most likely selected covariates): time since month of 

seroconversion, age of the patients, and sex of the patient.  Except sex time interaction term in 

the model, the other covariates, time since month of seroconversion and age of patient are 

significant for the change in the CD4+ cell counts of ART patients at HAART which was 

supported by (Nuredin, 2007; Moges et al., 2013). 

Thus, as in many other diseases, age is an important prognostic factor in HIV infection. Age at 

sero-conversion and age at a given CD4 cell count were shown to be important determinants of 

progression and survival before the widespread introduction of HAART, starting in 1996 (Sophie 

et al., 2006). This supports the current study. One study is reviewed which supports the 

significance of gender like this study, but it showed no difference among male and female. Thus, 
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no differences in HIV progression and response to HAART attributable to gender among patients 

accessing the Spanish hospital network (Hoyos et al., 2007). This difference may attribute to 

method of data analysis used in that study, Kaplan-Meier and Cox regression were used to assess 

the effect of sex on time to AIDS, survival from AIDS and attribute to other factors. 

The comparison among four models were made, GLM (Poisson model without random effect to 

handle over dispersion), GLMM (Poisson model with normal random effects to administer the 

correlation), Poisson model with the gamma random effects to grip extra variation in the data, 

and Poisson-normal-gamma model, model with both normal and gamma random effects to 

capture both correlation and over-dispersion simultaneously. Estimation was done by maximum 

likelihood using numerical integration over the normal random effects, if present as was done by 

Molenberghs et al., (2007).  

As Kassahun et al., (2014) summarized, based on Molenberghs et al., (2010), it is argued that the 

normal and non-normal, a gamma random effect, can usefully be integrated together into a single 

model to induce association between repeated Poisson data and to correct for the over-dispersion.  

One possible route to deal with over-dispersion is to introduce an over-dispersion parameter and 

only specify a relationship between the mean and the variance, and then apply quasi-likelihood, 

whereby the extra variability in the data could captured by the dispersion parameter  which is as 

Wedderburn (1974) did.  

For the count data, it is common to combine Poisson distribution with a gamma distributed 

random effect, so that the unconditional distribution of the outcome turns out to be a negative 

binomial distribution, SAS procedure NLMIXED displayed this as shown on table-3 (fifth 

column) (Breslow, 1984; Hinde and Demétrio, 1998a, and Hinde and Demétrio, 1998b). On the 

other hand, focusing on hierarchical data, the GLM is usually extended to generalized linear 

mixed models (GLMMs), with a subject-specific random effect, typically a Gaussian form, 

added in the linear predictor to take into custody a hierarchy-induced association or to account 

for over-dispersion (Engel and Keen, 1992; Molenberghs and Verbeke, (2005); Pinheiro and 

Bates, 2000), displayed on table-3 fourth column. As used by Kassahun et al., (2014) and 

Molenberghs et al., (2010) proposed a flexible and unified modeling structure, termed the 

Poisson-normal-gamma model, to simultaneously capture over-dispersion and correlation for a 
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wide range of clustered data, including count, binary and time-to-event. Thus, two sets of 

random effects were brought together. The normally distributed subject specific-random effects 

take into custody the correlation, while a conjugate measurement-specific random effect on the 

natural parameter, is used to accommodate over-dispersion, as shown on table-3 last column.  

Molenberghs and Verbeke (2005), considered a Poisson-normal model with random intercepts as 

well as random slopes in time. It is interesting to note that, when allowing for such an extension 

in our models, the random slopes improve the fit of the Poisson-normal model, but not of the 

Poisson-normal-gamma model (details are shown in table-4&table-5). Recall that the same 

procedure was applied, too, by Booth et al., (2003). While in this study it is considered four 

different models; but those authors focused on the Poisson-normal and Poisson-normal-gamma 

implementations. There are further differences in actual fixed-effects and random effects models 

considered. 

Therefore, as tried out to lay the ground to talk, the four models were compared based on their 

likelihoods since they are not nested to use AIC though some authors used. Accordingly, as was 

discussed by Kassahun et al., (2014), the Poisson-normal-gamma model which combines both 

normal and gamma random effects to capture together both over-dispersion and correlation was 

selected to improve the fit to the model based on −2log-likelihood which is 14527. 

NB:-  CD4+ cell counts is to mean the CD4 cell counts after a patient is tested and notified that 

he/she is HIV positive, i e., CD4 cell counts after the first visit. 
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                                                      CHAPTER FIVE  

5. CONCLUSIONS AND RECOMMENDATIONS  

5.1. Conclusions  

In conclusion, in this study, although good CD4+ cells recovery in response to ART was 

recognized, HIV-positive patients were enrolled in ART program at decreased CD4 cells levels. 

There is a poor recovery of CD4+ cell when they start at <200 CD4+cell counts than when they 

start ART at >200 CD4+ cell counts. 

The covariates in the analysis were identified as risk factors affecting the progress in CD4+ cell 

counts of the patients. Time since month of seroconversion, sex of the patient and age of patient 

are significant for the change in the CD4+ cell counts of ART patients at HAART. Thus, time 

since month of seroconversion, sex of the patient and age of patient are potential risk factors for 

the change in the CD4+ cell counts of ART patients at HAART, in this study by applying models 

handling over-dispersion and correlation. 

The analysis showed that in the presence of over-dispersion, and clustering, the Poisson-normal-

gamma model results in improvement in model fit. Thus, Poisson-normal-gamma model is the 

best chosen appropriate model for CD4+ cell counts data in this study. 

5.2. Recommendations 

As the numerical figure in table-1 reveals high number of patients were not following their drug 

combinations this may affect their CD4+ cell counts progress and the response to HAART may 

not be as expected and high number of patients were married and were living around rural areas 

out of Hossana town which are far from the hospital. Hence, the HAART and any health related 

concerning bodies should have to support in giving advice to the patients to take care in making 

relation with others except their partners as they are married and they have to encourage the 

patients  to follow the ART though the service center may be far.  

Moreover, interventions need to be designed to promote early HIV testing and early enrollment 

of HIV infected individuals into ART services. As socio-demographic factors and lack of 

awareness about ART services, fear of stigma and discrimination compromise the utilization of 
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ART program, improving public awareness by advocacy and social mobilization should be 

included in the ART service. ART considerably improves the immune recovery. It is strongly 

recommended that underline the need of anti-retroviral therapy in HIV infected patients for 

immune reconstitution.  

The natural feature of CD4+ cell counts is non-linear as supported by some authors, but in this 

study there was a slight linearity in the data. So, this difference needs some overlook at it. 

Further Longitudinal studies with better number of repeated measurements per subject should be 

conducted on CD4+ cell counts to get better insight on the trends and  to account for both over-

dispersion and correlation. And also further overlook should be made on the disagreement 

among the models in selecting potential risk factors for the outcome variable. Thus, some 

important covariates which are selected as potential risk factors for the change in CD4+ cell 

counts are not so in this study; hence it needs further investigation.   

 Limitations of the study 

The following were the limitations of the study; 

1. Limited number of variables was captured during patient enrolment: In order to 

determine probabilities of predicting CD4 response to HAART, it was needed to identify 

some variables that were found in the records of the respondents, captured during 

commencement of ARV therapy. The problem was that variables considered for this 

study was not recorded in all the files of clients on HAART. 

2. Limited number of variables to measure social economic status. Only income and 

employment status were used as proxy measures of social economic status. 

3. One limitation of all observational studies is that of unmeasured confounding, none of the 

co-infectious diseases like TB were included. 

4.  Some of important techniques like Monte Carlo simulation models were not used to 

track HIV disease progression and to indirectly estimate the outcomes and costs of 

treatment when initiated at various CD4 cell counts. Using this approach, initiation of 

HAART at a CD4 cell count more than 350 cells/µl can be seen to result in longer 

quality-adjusted survival compared to starting HAART at lower CD4 cell counts. 
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                                                                  APPENDICES 

APPENDIX-1: EXPLORING DATA AND GRAPHS FOR MODEL DIAGNOSIS CHECK  

 
APPENDIX-1 A:  Individual Plots of CD4+ cell counts data by some categorical covariates 

A-1: Individual Plot for CD4+ cell counts data by Adherence to any of the drug combinations 

 

A-2: Individual Plot for CD4+ cell counts data by Residence or Area of the patient 
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A-3: Individual Plot for CD4+ cell counts data by Sex of the patient 

 

     A-4: Individual Plot for CD4+ cell counts data by marital status of the patient 

 

A-5: Individual Plot for CD4+ cell counts data by Stage of disease of the patient 
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A-6: Individual Plot for CD4+ cell counts data by Level of education of the patient 

 

A-7: Individual Plot for CD4+ cell counts data by Religion of the patient 
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 A-8: Individual Plot for CD4+ cell counts data by employment status of the patient 

 

APPENDIX-1 B:  Loess smoother of CD4+ cell counts data by some categorical covariates 

B-1: Loess smoother for CD4+ cell counts data by marital status of the patient 
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B-2: Loess smoother for CD4+ cell counts data by WHO Stage of disease of the patient 

 

B-3: Loess smoother for CD4+ cell counts data by Adherence to any of drug combinations of the 

patient 
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B-4: Loess smoother for CD4+ cell counts data by Sex of the patient 

 

APPENDIX-2:  GRAPHS FOR MODEL DIAGNOSIS CHECK  
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APPENDIX 3: WHO Staging for HIV Infection and Disease in Adults & adolescents 

Clinical Stage I:  
1. Asymptomatic  
2. Persistent generalized lymphadenopathy  
Performance Scale 1: Asymptomatic, normal activity  
Clinical Stage II:  
1. Moderate weight loss (less than 10% of presumed or measured body weight)  
2. Minor mucocutaneous manifestations (seborrhoeic dermatitis, prurigo, fungal nail infections, recurrent oral ulcerations, 
angular stomatitis)  
3. Herpes zoster within the last 5 years  
4. Recurrent upper respiratory tract infections, e.g., bacterial sinusitis, tonsillitis, otitis media and pharyngitis  
And/or Performance Scale 2: Symptomatic but normal activity  
Clinical Stage III:  
1. Severe weight loss (more than 10% of presumed or measured body weight)  
2. Unexplained chronic diarrhoea for more than 1 month  
3. Unexplained prolonged fever, intermittent or constant, for more than 1 month  
4. Oral candidiasis  
5. Oral hairy leukoplakia  
6. Pulmonary tuberculosis (current)  
7. Severe bacterial infections such as pneumonias, pyomyositis, empyema, bacteremia or meningitis  
8. Acute necrotizing ulcerstive stomatitis, gingivitis or periodontitis  
9. Unexplained anemia (<8gm/dl), neutropenia (<0.5× 109 per litre), or chronic thrombocytopenia (<50× 109 per litre)  
 
And/or Performance Scale 3: Bed-ridden for less than 50% of the day during the last month  
Clinical Stage IV:  
1. HIV wasting syndrome – weight loss of more than 10%, and either unexplained chronic diarrhoea for more than 1 month, 
or chronic weakness or unexplained prolonged fever for more than 1 month  
2. Pneumocystis pneumonia (PCP)  
3. Recurrent severe bacterial pneumonia  
4. Toxoplasmosis of the brain  
5. Cryptosporidiosis with diarrhoea for more than 1 month  
6. Chronic isosporiasis  
7. Extrapulmonary cryptococcosis including meningitis  
8. Cytomegalovirus infection (retinitis or infection of other organs)  
9. Herpes simplex virus (HSV) infection, mucocutaneous for more than 1 month, or visceral at any site  
10. Progressive multifocal leukoencephalopathy (PML)  
11. Any disseminated endemic mycosis such as histoplasmosis, coccidioidomycosis  
12. Candidiasis of the oesophagus, trachea, bronchi or lungs  
13. Atypical mycobacteriosis, disseminated  
14. Recurrent non-typhoid salmonella septicaemia  
15. Extrapulmonary tuberculosis  
16. Lymphoma  
17. Invasive cancer of the cervix  
18. Kaposi’s sarcoma  
19. HIV encephalopathy – disabling cognitive and/or motor dysfunction interfering with activities of daily living, progressing 
slowly over weeks or months, in the absence of concurrent illness or condition other than HIV infection that could account for the 
findings  
20. Atypical disseminated leishmaniasis  
21. Symptomatic HIV-associated nephropathy or symptomatic HIV associated cardiomyopathy  
 
And/or Performance Scale 4: Bed-ridden for more than 50% of the day during the last month  

 

 

 

 


