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ABSTRACT

Background: Human immunodeficiency virus/acquired immune deficy syndrome
(HIV/AIDS) have caused the world most shocking édgand risk. Mortality among patients on
HAART is associated with high baseline levels ofVHRNA, WHO stage Il or IV at the
beginning of treatment, low body mass index, seaeemia, low CD4+ cell count, type of ART

treatment, gender, resource-poor settings, andautloerence to HAART.

Objective: The main objective of this study was to make usapgropriate modeling approach
to CD4+ cell progression and identify the potentiek factors affecting the CD4+ cell

progression of ART patients in Hossana District €uElleni Mohamad Memorial Hospital.

Methods: In this longitudinal retrospective based studgoselary data was used from Hossana
District Queen Elleni Mohamad Memorial Hospital.eTétudy population consists of 222 HIV-
1-positive patients, measured repeatedly at @@esttime on each patient who are 15 years old
or older those treated with ART drugs from Septembd@ll to May 2014. The data was
analyzed using SAS 9.2 version procedure NLMIXEDisBon, Poisson-gamma, Poisson-
normal, and Poisson-normal-gamma models were appiee study over-dispersion and
correlation in the data.

Results A total of 222 adult ART HIV-1-positive patientgere included in this study. Out of
these ART patients, 131(59%) were female patiemtd 81(41%) were male patients;
65(29.30%) were followed the drug combinations prbp the mean and standard deviation of
baseline CD4+ cell counts we55.9 and 321.¢ells per milliliter of blood, respectively; the
mean and standard deviation of age of patients .Q960) were 31.06 and 8.50 years,
respectively; patients were followed for a mear2éfmonths (p=0.0001). The analysis showed
that the covariates significant for the progressadrCD4+ cell counts were age of the patient,
time since seroconversion, and sex at 5% leveloificance.

Conclusion On average CD4+ cell count increases after patiemntsted to the HAART
program (the disease rate declines). The progmressioend outcome depends on patient’s
baseline socio-demographic characteristics. Foptheence of over-dispersion, and clustering,
the Poisson-normal-gamma model results in improveimemodel fit.

Key: CD4+ cell count, Poisson-normal-gamma model, Ogpeision, Correlation.

vi



ACKNOWLEDGEMENT

Above all, 1 would like to thank my almighty Godrftie allowed me to live and availed his

mercy to move and breath, as the result of thiactoeve every of my activities on this land.

My special gratitude goes to Wondewosen Kassahwssigfant Professor, PhD), my major
advisor and instructor, for his kind support, adyiguidance and constructive comments

beginning from the proposal development up to th&l fvork of this thesis.

Likewise, | am sincerely grateful to my co-adviddr. Abdisa Gurmessa, head department of
statistics, for his valuable suggestions and contsnleeginning from the proposal development

up to the final work of this thesis.

| would like to thank Hossana District Queen Elldibhamad Memorial Hospital staffs
especially Dr. Adane, Medical director of the htalpivho allowed and facilitated all the inputs
for data collection. | am grateful to my familiesr ftheir guidance and encouragement during

thesis preparation.

| would like to thank Jimma University for guiding me the financial support for this

study.

| would also like to extend my gratitude to my sentolleagues especially Mr. Yasin Negash
and Mr. Amsalu Arega for their friendly advice gmavision of important materials. In this line,

| am grateful to all authors, not listed here, whogaterials | used.

Vii



1.1.
1.2.
1.3.
1.3.1.
1.3.2.
1.4.

2.1.
2.2.
2.2.1.
2.2.2.
2.3.

3.1.
3.1.1.
3.2.

3.3.

Table of Contents

= 1 I L Vi
ACKNOWLEDGEMENT ...ttt e e e ee e e e nee e e een e eee e M
Table Of CONLENES. .. ...t e e e e e e e e e viii
IS o) Ao 0] )Y, 2 TP Xi
LISt Of TabIeS. .. ... e Xil
S o) T U = PP Xiii
INTRODUGCTION . .t ettt et e et et e e e e et e e e e e e et e en e eenn 1
Background Of the STUAY ...t 1
Statement of the ProbIem ... e 4
ODbjectives Of the STUAY ....coevviiiiiiieeeeeee e 5
GeNEral ODJECHIVE ..ottt e e 5
SPECITIC ODJECHIVES ... . weiiiiieiiiiitceemeeaeeeietreeeerbeaeeab e aaeaae e s aananeseeseeseessssssnensnsnenes 5
Significance of the StUAY.... ..o e e 6
LITERETURES REVIEW. .. ...uii ittt et e e et rmmmeea e nnaee e 7
Impact of HIV/AIDS in developing countries Africa and ART in Ethiopia............... 7
Risk Factorfor CD4 cell counts progreSSion ......o.vvvveieeie i e e ceeene e ea 1.1
Social/demographiC factors..........oovi i e 11
ART factorgéor CD4 cell counts progreSSiON ....v.vu v v ieeieeiee e e veieee e ean e 12.
(YT o (=] 1 To X< o= ox £ 13
METHODS OF DATA ANALYSIS oo e e e 18
Study area and PEIIOU. .. .....u i 18
A short history of Queen Elleni Mohamad MeicHospital..................ccooevienes 18
ST (00 Ve (=11 (o | o O PP 18
Study POPUIALION... ...t e e e 19



3.3.1. Source population and sample SiZe.........c.covii it 19
3.4. o T o1 1A @ 1 (=T - U 19
3.5. Variables and Data deSCrPtioN. .. .......ouuie it e e e et e e ee e e 19
3.6. Data collection and quality CONtrol......... ... 21
3.7. Check list for data ColleCtion........ ..o e e e 22
3.8. Ethical ConsSIderations. ....... ..o i e e e e 22
3.9. Statistical Methods for Data ANalYSIS..........ovvii i e e e e 22
3.9.1. EXxploratory data @analySiS .........coeeiiiiiiiieie e et e s eerre 22
3.9.2. Statistical MOdElS ... —— 23
3.9.2.1. Generalized linear MOEIS....... ...t e e 24
3.9.2.1.1. POISSON MO L. ...t e e e e e e e e e e e e e 24
3.9.2.2. Over-dispersion MOUEIS. ... ... e e e 25
3.9.2.3. Generalized linear mixed MOAeIS..........coiiiiiiii i e 25
3.9.2.4. Poisson-normal-gamma models for over-dsspe and correlation........................ 28
3.9.2.5. EStimation TECHNIQUES ... ... ..ottt e e e et e e e et eae e aen e 33
4. RESULTS AND DISCUSSION ...ttt ettt e e e e e ee e eenenns 3
4.1. Baseline Information and Descriptive Statstf CD4+ cell counts....................... 35
4.1.2. Exploratory analysis for CD4+ cell coud#gta ...............cooiiiiiiiiii i, 37
4.2. Statistical Models of Data ANAIYSIS ..cce.iviiiiiti e 38
4.2.1. Comparison of Poisson, Poisson-gammasBoinormal, and Poisson-normal-gammaM
.................................................................................................................. 38
4.3. DISCUSSION. ...ttt e e et e et et et e e e e eae e e e e en 43
5. CONCLUSIONS AND RECOMMENDATIONS. ..ottt e e e e 48
5.1. CONCIUSIONS. .. e e e e e e e e e e e e e e e e e e e e e e s 48
5.2. RECOMMENAALIONS. .. ...t et et et e e e e e eameeaae s 48
Limitations Of the StUAY ..o e e e e eeeeeaas 49



R EIENCE LIS, ..o ettt ot e e e e e e e e e e e e s

Appendices



ACRONYMS

AIDS: Acquired immunodeficiency gyome

ART: Anti retroviral treatment

ARV Antiretroviral

CD4+/CD4+ T: Cluster of differentiation in HIV-positive patits
GLM: Generalized linear models

GLMM : Generalized linear mixed models

HAART : Highly active antiretroviral therapy

HIV : Human immunodeficiency virus

NLMIXED : Non-linear mixed models

IDU: Injection Drug use

RIS: Random intercept slope

RNA: Ribonucleic acid

SAS Statistical Analysis System

SNNPR Southern nations and nationaligesple’s region
NRTI: Number of nucleotide reversas@iptase inhibitors
PLWHA : People living with HIV/AIDS

PNG: Poisson-normal-gamma models

P-G: Poisson-gamma models

PN-: Poisson-normal models

P--: Poisson models

STI's: Sexually transmitted infections

VCT: Voluntary testing and counsglin

UN: united Nations

WHO: World health organization

Xi



List of Tables

Table-1: Covariates which were used for the analysis td dathis study......................... 20

Table-2 Baseline average value and standard deviati@owdriates with their Percentages and

frequencies for CD4+ cell counts of HIV-1-positipatients’ data................coceevvie e eenn. 35

Table-3: Comparison of Poisson, Poisson-gamma, Poisson-hoam Poisson-normal-gamma

Table-5. Comparison of Poisson-normal-gamma model withemd with random effects for
CDA4+ Cell COUNES TALA. .. ..t tu et ittt et e e e et e e e e et e e e et re e e e eees 2

Xii



List of Figures

Figure-1: Individual Profile plot for CD4+ cell counts ofl¥#-1-positive patients................ 37
Figure-2: Individual Profile plot for CD4+ cell counts ofl#-1-positive patients by Sex....... 37

Figure-3: Loess smoother for CD4+ cell counts of HIV-1-pios patients........................ 38

Xiii



CHAPTER ONE

1. INTRODUCTION
1.1. Background of the Study

Human immunodeficiency virus/acquired immune deficy syndrome (HIV/AIDS) have
caused the world most distressing tragedy and daMyae than 25 million people worldwide
have died of AIDS since 1981, as reported by AVERRG (2009) HIV/AIDS. More than 66%
of the 40 million people living with HIV/AIDS arenisub Saharan Africa, where AIDS is the
leading cause of death. AIDS is a disease of thmeamuimmune system caused by the human
immune deficiency virus (HIV). HIV infects primayilvital cells in the human immune system
such as helper T cells (to be specific, CD4+ Tsgelnacrophages, and dendritic cells that are

necessary to activate B-lymphocytes and induc@tbeuction of antibodies.

As found out by Marlinket al, (1994), there are two types of HIV: HIV-1 andV2. Both
types are transmitted by sexual contact, througbhdyland from mother to child, and they appear
to cause clinically indistinguishable AIDS. Howeyeat seems that HIV-2 is less easily
transmitted, and the period between initial infectand iliness is longer in the case of HIV-
2.Worldwide, the predominant virus is HIV-1, anchgelly when people refer to HIV without
specifying the type of virus they will be referring HIV-1. The relatively uncommon HIV-2

type is concentrated in West Africa and is rarelyrfd elsewhere.

Many factors can affect how quickly HIV infectiomogresses to AIDS. Factors such as age, co-
infections (infections other than HIV), ethnicitypoverty, illiteracy, gender inequality,
geographic location, genetics, infection route (hthwe disease was transmitted), nutrition,
pregnancy, stress, health care provider's exparigntreating HIV patients and whether or not
the patient smokes or uses recreational drugsféecet ¢he rate at which an HIV patient develops
AIDS.

Elly et al, (2008) put that the goals of treatment with rettoviral drugs are to inhibit viral
replication while minimizing toxicities and sidefetts associated with the available drugs. The
inhibition of virus replication permits restoratiari the immune system (suppression of HIV

replication, as reflected in plasma HIV concentratito as low as possible and for as long as



possible, the preservation or enhancement of threuime function (CD4 restoration), thereby
preventing or delaying the clinical progressionHY disease. Viral eradication from the host
genome is not achievable, thus a cure for HIV is yet possible. By using HAART, it is
possible to promote growth in children and proldhg survival of all HIV infected patients,

reduce their morbidity and improve their qualitylitd.

Yibeltal et al, (2010)has put that in Ethiopia more than 1.3 million dedjving with HIV and

an estimated 277,800 people requiring treatmer2008 the government of Ethiopia introduced
ART program with the goal of reducing HIV relate@dmboidity and mortality, improving quality
of life of people living with HIV and mitigating soe of the impact of epidemic. In 2005
Ethiopia launched free ART and over 71, 000 weitated by the end of November 2006 and
241 hospitals and health centers are now providilgcare and treatment services in regions of

the country.

Elke et al, (2011) has found that the introduction of HAARAs greatly improved the survival
of HIV/AIDS infected people. HAART reduces morbidiand mortality by suppression of viral
replication, restoration and preservation of imméurgction, and prevention of drug resistance.
Mortality among patients on HAART is associatedwhtgh baseline levels of HIV RNA, WHO
stage lll or IV at the beginning of treatment, lbady mass index, severe anemia, low CD4 cell
count ,type of ART treatment, cotrimoxazole propbys; gender, resource-poor settings and
poor adherence to HAART. The benefits of highlyhecantiretroviral therapy (HAART) in the
treatment of HIV infection have been well describedtluding viral suppression, CD4
lymphocyte repletion, and durable reductions in 8Ilated opportunistic diseases and death.
However, the durability of the effectiveness of HRA remains to be delineated. Factors that
limit the success of HAART include poor therapy aeimce, regimen complexity, viral
resistance, pharmacodynamic interactions, drugrabiey and toxicity, therapy costs, and

presence of comorbid conditions such as substdneeand addiction.

As was discussed by Francoiseal, (2006) a fundamental component of working towaitte

goal of providing, by 2010, universal access torammbviral treatment for patients with acquired
immunodeficiency syndrome (AIDS) is an increased aacured production of antiretroviral
drugs (ARTS) in order to meet the increased denfieard lower- and middle-income countries.

The vast majority of adults (96%) were reportedéoreceiving first-line regimens. Reporting
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compliance was very high for this group, with imf@tion on the specific regimens used
available for 97% of this set of patients. The paogs reported that 95% of all adults receiving
first line regimens were using regimens consisterth the preferred first-line approach
including: Stavudine (d4T) lamivudine (3TC) Nevinag (NVP) (61%), Zidovudine (ZDV)
+3TC+NVP (16%), ZDV+3TC+ efavirenz (EFV) (9%), addT+3TC+EFV (8%). Less than 1%
of these groups were reported to be taking eitherrative first-line regimens, including the
triple nucleoside combinations of ZDV+3TC+abacafABC) and d4T+3TC+ABC, or taking
regimens not considered or not recommended by WHO.

Bayehet al, (2010) has conducted a longitudinal survey of4dbsitive patients treated with
ART at Felege-Hiwot Hospital and the result shovleat the ART-naive HIV patients were
from low levels of education and with minimum mdgtincome. Moreover, he has tried to
recommend the implementation of appropriate inteiees in order to promote and enable HIV

positive individuals to enter into ART programseasly as possible.

Since HIV was first claimed to be the cause of AliDSL984, the CD4 count has been widely
used to make treatment and diagnostic decisions, ther use of CD4 count has been
controversial and recommended actions on how tdhesa have changed several times over the
years (Stohr et al. 2007). There are two major amihe immune system, one which works
through antibody produced by B cells and plasmés,cahd the other that works through cells
including CD4+T lymphocyte cells. The first is @l antibody mediated or humoral immunity
and the second is called cell mediated immunityis Ithis cell mediated immunity that is
profoundly suppressed in people diagnosed with AIDS

There are two main approaches regarding when to atéiretroviral treatment as out lined by
the guidelines. The more aggressive approach reemusnstarting when the CD4 counts fall
below 500, and the second approach is more usebeirUnited States which recommends
starting antiretroviral medications immediately ali patients regardless of the patients CD4
counts (WHO protocols for CIS countries 2004).

Models for count data, when conditionally specifiedll naturally have a subject-specific

interpretation. However, taking on their purposkfuhodified marginalized versions leads to a



direct marginal or population-averaged interpretatifor parameter estimates of covariate

effects, which is the primary interest in many agiions.

Following part of this thesis is organized as falo The statement of the problem and objectives
of the study are presented next in this Chapteap@n 2 describes some literatures related to the
associated factors for the progression of CD4+amlhts and different modeling approaches. In
Chapter 3, the data and the detail methods of alzly/ses are explained. Then, basic results of
the study are presented in Chapter 4 and discuss8db-Sections. Finally, some concluding

remarks, recommendations and some limitations ranaged in Chapter 5.
1.2. Statement of the Problem

Some motivations for identification of problemtbis study were tried to put as below:
Stohret al, (2007) found out that apart from the managemédrge numbers of HIV/AIDS
clients and the costs involved, another challenggt®on the ART programs. This is monitoring

the progress of clients/patient’s immune respoad¢AART in HIV/AIDS patients’.

Currently, there is no enough evidence showing #diathe ART centers in Ethiopia have
implemented research tools to monitor patients’ imen (CD4) response to HAART within a
specified time frame and identification of factdihst might be associated with the poor CD4-
Lymphocyte response to HAART. Although trend analystudies have been carried out by
international research institutions, there has hess focus on the local institutions to carry out
and strengthen CD4/viral load trends analysis s&ith give a clear indication on the response of
HIV/AIDS patients to ART. It should still remainghresponsibility of the active ART centers to
employ a tool that will constantly monitor the clie’ progress in CD4 count since it still

remains the major indicator of an individual’s immity.

This identifies serious consideration of managing eonitoring the high number of clients on
HAART with well defined strategies to measure theimune response to treatment and identify

factors that have the ability to influence their£&unt recovery.

Count data are collected repeatedly over time innymapplications, such as biology,
epidemiology, and public health. Such data arenofiearacterized by the following features.

First, correlation due to the repeated measuresuslly accounted for using subject-specific



random effects, which are assumed to be normadlyiduted. Second, the sample variance may
exceed the mean, and hence, the theoretical me@ara@ relationship is violated, leading to
over-dispersion. This is usually allowed for based a hierarchical approach, combining a

Poisson model with gamma distributed random eff@¢assahun et al., 2014).

In practice, however, all these features can apgieasltaneously. Hence, appropriate modeling

approaches which can overcome these issues ant lighiten data analysis are needed.

However, statistical modeling of such data pretenseveral challenges. This is because
repeatedly measured CD+ cell counts often exhin# following features. First, there are
correlated observations per subject, which residinf clustering of measurements within

subjects. Second, the variance exceeds the meamdeto so-called over-dispersion.
Study Questions

This study seeks to answer the following questions:

1. Does HAART have a positive effect on the HIV/AIDS&tignt’'s immune system based on
an indication of their gained CD4+cell counts tremalysis at Hossana District Queen
Elleni Mohamad Memorial Hospital, SNNPR, Ethiopia?

2. What is/are the appropriate longitudinal model/$i@andle over-dispersed and correlated
individual subjects in this data?

3. What are important potential determining factorsHiW/AIDS patients’ response to
HAART at Hossana District Queen Elleni Mohamad MealoHospital, SNNPR,
Ethiopia?

1.3. Objectives of the study

1.3.1. General objective:

General objective of this study was to make usappiropriate modeling approach to CD4+ cell
counts progression and identify the potential festtors affecting the CD4+ cell progression of
ART patients in Hossana District Queen Elleni Moadniviemorial Hospital.

1.3.2. Specific objectives of this study

Specific objectives of this study were to:



» To explore how CD4+ cell counts of HIV-1-positivatignts under ART in

Hossana District Queen Elleni Mohamad Memorial Hiaspghange over time;

» To fit an appropriate statistical model for the raxge progression of CD4+ cell

counts of HIV-1- positive patients;

» To identify the potential factors affecting the gression of CD4+ cell counts
among HIV-1- positive patients under ART in Hossrstrict Queen Elleni

Mohamad Memorial Hospital.

1.4.Significance of the Study

The results of this study will be useful in the d®pment of an effective care and patient

monitoring system on use of antiretroviral agentbliV-1-infected adults and adolescents.
Specifically:

> It helps to identify the potential risk factors liudncing the absolute CD4 count

measurements in HIV infected patients.

> It helps the respective policy makers of the heaétbtor monitoring frequency of CD4
Count, monitoring therapeutic response, and judggency of ART initiation using

CD4+ cell Counts of the patients.

» It can be used as a reference for those who waappdy the techniques of handling
correlation and over-dispersion in counts dataitoignally collected; so that it serves as

a base for further study for the question whatdwsithis variation and others.



CHAPTER TWO

2. LITERETURES REVIEW
2.1. Impact of HIV/AIDS in developing countries of Africa and ART in Ethiopia

According Johannesseet al, (2008), 39.4 million peoples were living with \HAIDS in
developing countries of Africa. Adults contribut&.3 million. About 5 million peoples were
newly infected of which 4.3 million were adults fnothese more than 95% of new infections
were in developing countries. Over 6 million infdtneed ART but 350,000-400,000 was
treated in developing countries. By December 2006 million people in low and middle
income countries were receiving ART but this wall shly 28% of those estimated to be in

urgent need of it.

Yibeltal et al, (2010) and Hoyost al, (2007) reported that in Ethiopia, the highestvplence
occurs in the age group 15-24, and 90% of HIV itdecoccurs in adults between 15-49 years.
In Ethiopia 443,964 PLWHA were enrolled, 246,347VWWAHA started treatment and 179,183

were currently on ART.

A study was conducted hjohnson and Dorringto(R006) applying survival analysis to describe
the impact of HIV/AIDS and the effects of HIV/AIDfrevention and treatment programmes.
From this study they found out that HAART was expddo have a significant impact on HIV
prevalence, due to the improved survival prospettmfected individuals. As well the study
supported the reduction of HIV prevalence in 20@ughly by 2% due to prevention
programmes. In the same manner, Gaegeal, (2002) conducted a study on 1691 HIV
seropositive women in USA and revealed that HAARproved immunological function,

suppressed HIV disease activity, and reduced mityladd mortality.

Recskyet al.,(2004) has conducted a study in British Columbian&ia by using Pearson’s Chi-
Square. The Cochran-Armitage and the Wilcoxon unk tests have also been used to
determine the degree to which antiretroviral resise may contribute to mortality among HIV-
infected individuals enrolled in the centralizedWAIDS Drug Treatment Program in British
Columbia, Canada, who had died between July 198 D&acember 2001.



According to Stohret al., (2007) knowledge and the picture HIV on an indialds immune
system were changing rapidly. There is a needl@mecsupervision and improve on the existing
techniques that would ensure monitoring CD4 treadd variations in trends, in HIV/AIDS
patients on HAART.

Florenceet al, (2003) conducted a prospective observationalystn Eurosida on more than

8500 HIV/AIDS patients who were followed in 63 haafs of the 20 European countries using
absolute CD4 counts coupled with viral load momitgr The patients for this study were all
those who started HAART with moderate immunologipession, with base line CD4 count
below 350cellsil(measured within previous 6 months at most). Alig2008) reported that, as

untreated HIV progresses, CD4 count decreases &t approximately 4% every year. With

successful ART the CD4 count might increase bytgrethan 50 cells per micro litre within

weeks after viral suppression. Additionally, it magrease by 50-100 cells per micro litre per
year thereafter, until a threshold is reached ¢ahi, 2006).

However, it was discussed by Johannesdesl, (2008)as, it is important to note that in some
patients, CD4 count may not increase this quickty steadily even with durable viral
suppression. Association between risk factors pietign associated with a low CD4 count
response in the Eurosida study were assessed iy asogistic regression model and expressed
as odds ratio, with 95% confidence intervals. Tisk factors taken into account for low CD4
count response were demographic factors (age asiex ethnic origin, HIV transmission group,
region), antiretroviral treatment factors (numbef aucleotide reverse transcriptase
inhibitors(NRTI) use before HAART, start date of ART, type of HAART, HAART duration),
immunological factors( previous episodes of oppastic infections). Using the SAS statistical
software version 6.12, the findings of the studyenthat although there is an increased CD4
count in patients commenced on HAART there wasa pomune reconstitution despite a good
virological control among patients with a basel@®®4 count of <350 cellgl. The underlying
mechanism leading to this condition seemed mainked by age and baseline immunological

and virological status of patient.

Patients starting treatment at CD4 50-199 and €H6/d have net health benefits of 7.6 and 7.3
life years. Without treatment, HIV patients with €Bounts 200-350; 50- 199 and < 50 cells/

can expect to live 4.8; 2.0 and 0.7 life yearspeesively. Individuals with incomplete CD4+ T

8



cell recovery to <500 cells/microL had more advahieéVv- 1 infection at baseline. CD4+ T cell
changes during the first 3-6 months of ART alreezflect the capacity of the immune system to
replenish depleted CD4+ T lymphocytes as discubgedaufmannet al, (2005) and Zachariah
et al, (2006).

As reported by Dzimnenani (2007), WHO stage |V aéss, however, was found to be a strong
predictor of mortality in all studies reporting d¢ims. In three studies comparing patients with
WHO stage IV disease at baseline with those withQVstages I-1ll, WHO stage IV was
associated with more than a doubling in the ham&death (summary hazard ratio, 2.2; 95% CI:
1.5-3).

Yaniset al, (2005)reported that female patient had significantly lowage, higher prevalence of
heterosexual contact and lower prevalence of ietraus drug use as risk factors for HIV
infection than male subjects. They were also reggbtb have higher previous exposure to

antiretroviral therapy, higher CD4 cell counts doder viral loads than male individuals.

Moore and Keruly (2007) found that patients termsetach a plateau CD4 increase after four
years of HAART with good or highest CD4 peaks amtirage who started treatment with CD4
counts above 350calll. The study showed that people who commence tedtwith CD4
counts much lower than 350 cell/ are less likely to attain normal CD4-cell counfs(<750
cells/mn?). On the other hand, good immunological and vigial responses to HAART can be
achieved regardless of the CD4 count at initiatkor. the purpose of this study, it was assumed
that the plateau CD4 rise will not be reached witthie first two years of and that good CD4
response to HAART was a gain of 50-100 cgllpkr year (Allison, 2006).

A study was conducted with an objective to deteartime timing of initiation of antiretroviral
therapy (ART) in routine clinical practices, refied treatment guidelines that evolved toward
recommending starting therapy at lower CD4 cellntsuThe study analyzed the longitudinal
data on 10820 patients. The study analyzed thetsftd non-clinical factors such as (age, sex,
ethnicity, and exposure category) by logistic regien. Kaplan-meir analysis was used to
estimate the proportion of patient who had initlafeRT by particular CD4 count among early
presenters (initial CD4 count>500cell§/ The results showed that there was a tendency to
initiate ART at lower CD4 counts over the years 2:2000, especially in the range 200-
500cellspiL with little change thereatfter.



The conclusion of the study was that initiation ART in the clinics included in this study
reflected evolved treatment guidelines. A varietyconsensus guidelines had been written and
all recommend starting HAART well before the CD4unbfall below 200cellsiL, this being the
threshold below which the risk of opportunistic aafions(OI's) is reported to increase
significantly (Stohret al,2007). The above studies strongly recommend trand$ysis research

in HIV patients on ART to determine if there armgar findings in other geographic areas.

According to Katubulushi and Chanda (2008)population-based cohort study of unselected
adults in Misisi, a shanty compound in Lusaka, wader follow-up since 1999, and CD4 cell
counts have been followed in participants sinceititeal survey. No antiretroviral drugs were
used by any of the participants over the periothefstudy. Approval was given by the research
ethics committees of the University of Zambia anel London School of Hygiene and Tropical
Medicine. The initial cohort of 261 adults includé8 HIV-seropositive participants, of whom
12 died, and the researchers were able to obtpgated measurements (in 1999, 2000, 2001 and
2003) in 24.

Among the survivors, the mean age of men (n =& @5 years (SD 7.0) and of women (n =
17) it was 28.6 years (SD 5.7), and the medianalnitD4 cell count was 389 celld/
(interquartile range 255-537). The median initi@4Ccell count was 122 celld/among the 12
who died. In the survivors, the mean decline oveedrs was 29 cellsl per year. The mean
percentage decline from baseline was 30%. In sitho$e who died and who had had at least
two measurements separated by at least one yeandan decline was 15 cellsper year. This
data indicated that the decline in CD4 cell cowvisr the period from 1999 to 2003 in adults not
treated with highly active antiretroviral therapyasvsiow, and the estimate of the rate of loss of
CD4 cells is in very close agreement with the estarof 21.5 cellgd per year from Tanzania.
This data support the idea that HIV progressioAldS and death is slower than at first thought,
even in very under-resourced populations livingrnowded conditions. The data were unlikely
to be skewed by depressed initial CD4 cell cousta @esult of inter current infection because
close analysis of the data depicted reveals omigetindividuals whose CD4 cell counts rose

from an initially depressed level.

It was well established that infection occurs iruyg women at an earlier age than in young

men, and AlIDS-related deaths start to occur in wometheir third decade of life. It could not
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have taken 19 years for these young women to pgedrem infection to AIDS if their infections
were acquired sexually after puberty, so we mussicier alternative explanations. This leads to
the understanding that other factors are at playnflnencing the rate of decline of the CD4
counts over a period of time. Some studies haveodstrated a number of factors that affect the
CD4 count response to HAART as discussed below QHY et al., 2002).

2.2. Risk Factors for CD4 cell counts progression

2.2.1. Social/demographic factors

Age

Most doctors confirm that CD4 recovery is slow desk perfect in older people. As in many

other diseases, age is an important prognostiorfactHIV infection.

Similar to others as reported next to this, Sopdtieal, (2006) reportedthat age at sero-
conversion and age at a given CD4 cell count wamve to be important determinants of
progression and survival before the wide spreaddloiction of HAART, starting in 1996. From
this date time to next of it, several studies, sashthe ART Cohort Collaboration (ART-
CC)(Eggeret al,2002), which included 13 cohort studies condudtedEurope and North
America, had shown that age remains an indepenpiedictor of clinical progression on
HAART. The impact of age in the ART-CC study seenede less marked than in the pre-
HAART era, but a threshold effect was noted at Bary. Because older patients are usually
excluded from clinical trials, controlled data wdeeking on this age group. Studies of the
response to HAART in elderly patients have mostlyoived small populations and relatively

short follow-up, as reported by Perez and Moor®820

Gender

As reported by Hoyost al, (2007), a journal of women’s health reportediings that there are
no differences in HIV progression and responseA@RT attributable to gender among patients
accessing the Spanish hospital network. It was #igenter, hospital-based cohort of HIV-
infected patients attending 10 hospitals in SpegmfJanuary 1997 to December 2003. Kaplan-
Meier and Cox regression were used to assess figrt ef sex on time to AIDS, survival from
AIDS, onset of a new AIDS event or death, and veappression from HAART. The study
concluded no differences in HIV progression ancgoese to HAART attributable to gender

among patients accessing the Spanish hospital netwo
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2.2.2. ART factors

Adherence to any of the drugs

According to published research from the UnitedeStaoncluded by the authors Kitahatal,
(2004), HAART adherence predicts treatment resparsk progression to AIDS and death.
Although adherence to HAART at a level above 95% bhaen associated with optimal viral
suppression, the impact of different levels of adhee on long-term clinical outcomes has not
been determined. Researchers used an objectivanpbgrbased measure to examine the
association between three levels of adherence t&R1Aand disease progression among a
population-based cohort of HIV infected patientterading an urban HIV specialty clinic.
Findings were that higher levels of adherence toARA were significantly associated with
longer time to virologic failure (p<0.001), greatecrease in CD4 cell count (p=0.04), and lower
risk of progression to clinical AIDS or death (pg@7). After controlling for other factors,
patients with low adherence had over five timesrisle of disease progression than patients with
moderate adherence (p=0.007) or patients with tdagherence (p=0.001). There was no
significant difference in the risk of progressioetween patients with moderate and high levels
of adherence (p>0.2). Patients who progressed BSAdr death had significantly higher viral
loads (p=0.01) and lower CD4 cell counts (p=0.0&)nt patients who experienced virological

failure, but did not progress.

Evan et al, (1996)similarly conducted a study in that looked at adhee to antiretroviral
therapy and CD4+ T-cell count responses among IHfeeted injection drug users and reported
that research findings clearly stated that oveth®# CD4 cell count response rate was slower
among injection drug users in Kaplan-Meier analydeg-rank: p<0.05). Injection drug users
were poor in adherence to HAART. However, no ddferes existed when the analyses were
restricted to adherent patients (log-rank: p=0.3&ilarly, the differences in the time to CD4
cell count response observed in univariate Coxeseion analyses for patients with a history of
injection drug use [relative hazard: 0.85 (95% QI75-0.97)] diminished after adjustment for
adherence [adjusted relative hazard: 1.02(95% @9-0.16)]. In Conclusion, these data
demonstrated the importance of adherence on CD4maht responses and highlighted the need

for interventions to improve antiretroviral adhezeramong injection drug user.
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Furthermore, in a crude form, the other potentatdrs were marital status, level of education,
baseline CD4 counts, religion, employment statushef patient, residence of the patient and
WHO Stage of the disease as discusse(ld®zahegn, 2011; Smi#t al, 2004; Ketema, 2011;
Marlon, 2010).

2.3.  Modeling Aspects

Some of the modeling approaches in longitudinah daalysis particularly count data like CD4+

cell counts proposed by different authors wereawed as follows:

Gezahegn (2011) applied Cox proportional-hazardession to calculate the bivariate and
adjusted hazard rate and then determine indepemuledictors of time to death in CD4 cell
counts data in Durame and Hosanna hospital. Theasd mortality was 7%, 8%, 11.3 %,
15.7% and 21% at 6, 12, 24, 36 and 48 months régplc After adjustment, the independent
significant predictors of death in patients livimith HIV/AIDS after initiation of ART remain

poor ART adherence(AHR=5.09[95% CI. 5.51-49.48]),dvAnced WHO staging

(AHR=1.5[95% CI: 1.18-2.16]), positive TB test (AHR.9[95% CI: 1.89-8.07]), not married or
single (AHR=10.27[95% CI: 1.35-78.3), male gendAHR=1.704[95% CI. 1.23-2.24])and

older age(AHR=1.45[95% CI: 1.1-1.96). This studyndastrated that simple laboratory and
clinical data, available to health care providarsmto ART initiation, can predict which patients

are at increased risk of death when they starafiyer

Smithet al, (2004) used linear mixed models to investigatgdrs associated with increases in
CD4 cell counts from 3 months onward patients atlédn Charleson Centre at the Royal Free
Hospital, London. The analysis of this study reedathat After 6, 12, and 24 months of
HAART, the median increases in CD4 cell counts wiké, 181, and 248 cells/ul, respectively;
84%, 84%, and 80% of subjects had a virus load4@f0<copies/mL during the same periods.
White ethnicity, higher pre-HAART virus load, andwer pre-HAART CD4 and CDS8 cell
counts were associated with greater increases i €l counts during the first 3 months of
HAART. From 3 months onward, a greater cumulatix@pprtion of time spent with virus load
<400 copies/mL was associated with a more favorablnge in CD4 cell count (an average
increase of 5.2 cells/ul/year [95% confidence waefCl]: 3.8—6.7 cells/ul/year] for each extra

10% cumulative time spent with a virus load <40pies/mL) (P < .0001).

13



Ketema (2011) conducted a retrospective cohortysindArmed Forces General Teaching
Hospital (AFGTH) located in Addis Ababa, Ethiopiadaapplied Kaplan-Meier survival curves
and Log-Rank test to compare the survival expedaidifferent category of ART patients, and
employed proportional hazards Cox model to identiyependent predictors of mortality. 734
patients on ART were followed for a median of 3816nths (IQR 10.75, 53 he independent

predictors of mortality were low CD4 cell count lzdseline, (HR = 0.995, 95% CI: 0.991 -
0.999), ambulatory and bedridden functional staf{u$=2.011, 95% CI: 1.018 - 3.973) and
(HR=3.358, 95% CI. 1.734 - 6.500), respectively, @/dlinical stages Ill and IV (HR=7.052,
95% CI: 1.677- 29.658) and (HR=12.64, 95% CI: 3.063.199), respectively, TB co-infection,
(HR=1.734, 95% CI: 1.039 - 2.893) and Ols (HR=8,%8% CI: 1.240 - 65.085).

Marlon (2010) conducted a retrospective cohortgfesn a sample size of 340 files of clients at
Chreso Ministries VCT and ART centres to identifictors that affect CD4+T Lymphocyte

count response in patients commenced on HAART wig# months of treatment and used the
Chi-Square test at 5% with cross tabulation tatdedetermine associations between identified
variables and CD4-Lymphocyte count response to HAARd used Logistic regression analysis
to predict the probability of CD4 count responséH®ART using the variables of this study. In

this study it was found that gender, alcohol constion, nadire and regimen affects CD4 count
response to HAART. It was found that men, non-ab¢@onsumers and those that start HAART
with baseline CD4 count above 350 gdll/experienced a good CD4 response to HAART.
Additionally, those who commenced treatment on adas and devoted themselves to 95%
adherence also experienced a good CD4 count resgondAART. On the other hand, age,

smoking and employment status did not affect CD#htoesponse to HAART.

Vernon et al, (2013) performed a longitudinal cohort studyHilV-infected adults who had
started highly active antiretroviral therapy (HAARBelected from three outpatients HIV
medical clinics in Cleveland, Ohio. They used Lineaixed effects models to assess the
associations between immune function and periotioidaase (PD). The analysis of this study
shown that forty (40) subjects with median 2.7 rhendn HAART and median nadir CD4+ T-
cell count of 212 cellsl completed a median 3 visits. Over 24 months, CO4eell count
increased by a mean of 173 cellgp<0.001) and HIV RNA decreased by 0.5 log10 espil

(p<0.001); concurrently, periodontal probing depthnical attachment level and bleeding on
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probing decreased by a mean 11.7%, 12.1%, and 1ve3pectively (all p<0.001). Lower nadir
CD4+ T-cell count was associated with worse basalggression (REC) (-6.72%; p=0.04) and
clinical attachment level (9.06%; p<0.001). FurthEawer nadir CD4+ T-cell count was
associated with a greater relative longitudinal iovement in periodontal probing depth (PPD)
in subjects with higher baseline levels of Porphyooas gingivalis (p=0.027), and bleeding on
probing (BOP) in subjects with higher baseline Isvef Porphyromonas gingivalis or
Treponema denticola (p=0.001 and p=0.006 respdgliveongitudinal changes from baseline in
CD4+ T-cell count and level of HIV RNA were not gendently associated with longitudinal

changes in any clinical markers of PD.

From the analysis the following conclusion was madéhe degree of immune suppression was
associated with baseline gingival recession. AH&ART initiation, measures of active PD
improved most in those with lower nadir CD4+ T-cetlunts and higher baseline levels of
specific periodontopathogens. Nadir CD4+ T-cell mdodifferentially influences periodontal
disease both before and after HAART in HIV-infecsstiilts.

Mustapha and Albert (2013) conducted a retrospediudy at the Builsa District hospital in the
Upper East Region of Ghana. They applied Linearehigffects model to model the change in
CD4+ cell count over time. They found from the gsa of this data that the correlation
between CD4+ cell counts at different times hadrst brder autoregressive moving average
variance-covariance structure. The Initial CD4+ celnt of a patient, the duration of treatment
and the drug type used in the treatment, wereatteifs that significantly determined a patient’s
current CD4+ cell count. From the study they codetli that this study is useful to guide
education to the Public, particularly Patients, aaldo guide policy and management of
treatment, and they tried to recommend that furtadies are recommended to expand the

scope of study as well as to include more covasiate

Redaet al, (2013) conducted a retrospective cohort studpragnHIV/AIDS patients taking

ART from 2005 to 2010 in Hiwot Fana, Jugal and DBihora hospitals located in eastern
Ethiopia. They applied mixed models regression xangne changes in CD4 cell count and
weight after the baseline measurement. The anadydlee data of this study found that both the
median CD4 lymphocyte counts and weight showed avgments in the follow up periods. The

multivariate analysis showed that the duration dRTAwas an important predictor of
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improvements in CD4 lymphocyte count (beta 7.92695I: 7.48-8.34; p =0.000) and weight
(beta 0.15; 95% CI: 0.13-0.18; p= 0.000). AdvaneddO clinical stage, lower baseline CD4
cell count and baseline hemoglobin levels wereofaciassociated with decline in weight.
Actively working patients had higher CD4 lymphocygteunt and weight compared to those that

were ambulatory (p= 0.05).

Correlation and over-dispersion can crop up simelbasly, in practice. So that some authors
have been proposed some techniques and they hamealébed a flexible and unified modeling

framework to overcome this, which afterwards ternasdthe so-called combined model, to
handle a wide range of hierarchical data, includemyint, binary, and time-to-event data
(Molenberghset al, 2010). They also come up with two sets of randdfacts. The normally

distributed subject-specific random effects whiaket into custody correlation and a certain
amount of over-dispersion, while a conjugate meament-specific random effect on the natural

parameter scale is used to accommodate the remaiaer-dispersion.

For counts, the Poisson model with normal and ganamaom effects can be specified gs-Y
Poisson 4 = 8jjk;j), with conditional meai; = 8jk; andk;; =exp &' § + z'jb), wheregij ~
Gamma ¢, ), and the rest of the notation is as before, spoading to (Molenberghet al.,
2010). When over-dispersion random effeétsire gone astray, with thdp = k;;, the Poisson-

normal GLMM results as special case of the Poiggmmal-gamma (combined) model.

As Wedderburn (1974) proposed, one possible itigeti@ contend with over-dispersion is to
introduce an over-dispersion parameter and onlgi§pa relationship between the mean and the
variance, and then apply quasi-likelihood, wherdhgy extra variability in the data will be
captured by the dispersion parameter. Accordinght following authors: Breslow (1984),
Hinde and Demeétrio (1998a), and Hinde and Demé&r@98b), for count data like CD4+ cell
counts, it is familiar to combine Poisson distribotwith a gamma distributed random effect, so
that the unconditional distribution of the outcom#ns out to be a negative binomial

distribution.

Conversely, as Engel and Keen (1992), Molenbeggits Verbeke, (2005), and Pinheiro and

Bates (2000jocus on hierarchical data, the GLM is usually agid to generalized linear mixed

16



models (GLMMs), with a subject-specific random effenabitually a Gaussian form, added in

the linear predictor to capture a hierarchy-induassbciation or to account for over-dispersion.

Different statistical methods were used in the &bliteratures. However, none of them did not
contribute to the issue of over-dispersion andeatation simultaneously. Thus, though linear
mixed models were used to handle correlation, uldcmot handle over-dispersion, nor did Cox
proportional hazards. Hence, this current studyrdmrtes to the problem of over-dispersion and
correlation by applying combined models (P-N-G)ichhtakes in to consideration both over-

dispersion and correlation simultaneously.
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CHAPTER THREE

3. METHODS OF DATA ANALYSIS
3.1.  Study area and period

The study was conducted in Hossana Queen Ellenialiad Memorial Hospital, SNNPR,
Ethiopia from September, 2011 to May, 2014. Hadiyae is one of 13 zones in SNNPR. There
are 10 woredas and one town administration in Hadigne. Hosanna town is administrative
center for Hadiya zone and it is 235 km away froddi& Ababa. In Hosanna town there is one
hospital and health center which gives preventotgative and rehabilitative service for the
catchment area population. ART clinics in Hosanoapital and health center give an ART
service for HIV patients, a total of 1,745 have roearolled, 910 ever started ART and 623
patients are currently on ART.

3.1.1. A short history of Queen Elleni Mohamed Memorial Hepital
The hospital was built in 1976 E.C. (1984) andfitst name was Colonel Mengistu Haile

Mariam hospital.

The hospital is one of the first of its kind in thegion and has been serving millions since its
establishment. Following the fall of the Derg reginthe name of the hospital was changed to
Hosanna Hospital in 1985 E.C. (1993). It has getciirrent name, Queen Elleni Mohamad
Memorial Hospital, in 1997 E.C. (2005). The chamges made to recognize the roles played by
Queen Elleni at the national level.

[Source:Glan Clayd Hossana link, Central North Wales, UkKdastaff at Hossana hospital in
Southern Ethiopip

3.2.  Study design
A retrospective longitudinal study design was caneld to apply appropriate modeling approach
to CD4+ cell progression and identify the potentiek factors affecting the CD4+ cell

progression.
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3.3. Study Population
3.3.1. Source population and sample size

Person living with HIV/AIDS, age>15 years and started ART treatment in Hossana Queen
Elleni Mohamad Memorial Hospital. The sample sipe this study was 222 HIV positive
patients in the HAART with a minimum of one and nmaxm of nineteen measures. The sample
was selected by using systematic sampling techniuassigning a number to each of the
eligible patients and having determined the firgt candomly. Then, every of the tenth patient in
the registration book up to proposed sample sizedan the interest of the researcher was

selected.
3.4. Eligibility Criteria

Inclusion criteria
» HIV positive adults aged 15 years or older whotesthART

» HIV positive patients with complete intake formgigters and follow up form

Exclusion criteria

» Diagnosis made outside of the hospital (suspiciougheir test result)

» Loss to follow up (withdraw, referred to, and died)

» Women who were pregnant at the time of ART initiatand lactating mother (due to
the reason that most of the time tablets are ra®red by doctors based on stage of pregnancy)
3.5.Variables and Data description
As described in section 3.3 the data was obtaimeth fHossana Queen Elleni Mohamad
Memorial Hospital. Patents’ follow up time was snonths gab according to the order of the
doctor, though does not work for all patients anel data were recorded on patients’ medical
follow up card by assigning an identification numiper individual by health workers in the
ART, which helps to find the patients profile eggduring his/her next visit time, as described

below in section 3.7.
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The outcome variable
The outcome variable was Enumeration of CD4+ aalints (CD4+ T cells) per milliliter cube
of blood of ART patients, which isount (since each patient’'s CD4 cell is countedyeix

months). The outcome for each individual was messin every six months interval.
Covariates

Eleven covariates were used to meet the goal obtindy. Three of these are continuous and

eight of them are categorical covariates.

Table-1: Covariates which were used for the analysis of trathis study

No. Name Values/ Codes
1. Testtime Month
2. Age of Patient at ART Year

initiation
Sex of patient Male =1, Female =0
4.  Level of Education No education=1, Primary=2, Secondary=3,
Tertiary=4
5. WHO Stage of the =1, lI=2, I=3, IV=4
disease
6. Area/residence of the Rural=0, Urban=1
patient

7. Adherence to any of No=0, Yes=1

the drugs
8. Employment Status Unemployed=1, Employed=2, Working fulltime=3,
Other=4
9. Religion Muslim=1, Orthodox=2, Protestant=3, Other=4
10. Marital Status Never married=1,Married=2,Widowed=3,

Divorced=4, Separated=5
11. Baseline CD4+ cell

Cells per ML cube of blood
counts

The covariates in the above table described adif@asage, time since a month of seroconversion and
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baseline CD4+ cell counts are continuous covari&es of the patient is the first categorical catarwith

two levels: male and female. The second one isl lev@ducation with four levels: no education (not
attended any of schools), primary (who learnt astneaghth grade), secondary (who learnt any of egad
nine, ten, eleven, or twelve), and tertiary (whterded any of higher institutions). The third catézal
covariate is (WHO) clinical Stage which is classifiinto four stages; I, Il, Il and IV; where stage
indicates asymptomatic disease, stage Il indicatés disease, stage Il indicates advanced disease
stage IV indicates severe disease. The fourth ®aeea/residence of the patient classified as winadh is

far from any of clinical centers in the zone and near to any of the towns; urban which is for tewn
including Hossana town. The fifth categorical os@dherence to any of the drugs classified as Yes for
patients who followed any of the drug combinatipngperly as recommended; No for patients who did no
follow any of the drug combinations properly asomenended. The sixth one is employment status
classified as unemployed who has no work in angrganizations or dependent, employed who works in
any of organizations, working fulltime who is emyda at any of organizations, but has no extra vesrk
source of income, Other for any cases other thstedi here. The seventh one is religion classified a
Muslim, Orthodox, Protestant, and other for anyhaf religion not listed here. The last covariatenaxital

status having the levels: never married, marriegdpwed, divorced and separated.

Time: Observation time of CD4+ T cells (Every six ma)th
CD4+ T cells number of CD4 cells per cubic milliliter of bloadeasured for each individual in every six
months.

3.6.Data collection and quality control

The data was collected by reviewing pre-ART regjstboratory request, monthly cohort form, andadiel
up form, ART intake form, patients’ card and deathrtificate complemented by registration by home
visitors. The most recent laboratory results bekiegting ART were used as a base line value. &l wit
two days training was given for all supervisors aath collectors. The overall activity was cont&dllby
the researcher. Data quality was controlled bygiasg the proper data collection/reviewing materiahd
through continuous supervision. All completed ded#lection form was examined for completeness and

consistency during data management, storage argsena
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3.7.Check list for data collection

The checklist consists of the following data

» Socio demographic data

» Base line clinical, laboratory and ART data
» ART treatment
>

Follow up data
3.8.Ethical Considerations

Ethical clearance was obtained from Jimma Univer€iollege of Public Health and Medicine. And, the
official ethical clearance also was obtained fromasshna Queen Elleni Mohamad Memorial Hospital
medical director. To keep the confidentiality, ttiata collectors extracted the necessary data frem t
patient baseline and follow up card. Moreover, aespnal identifier was used on data collection fofime
recorded data was not accessed by a third persmpethe researcher, and was kept confidentialtysT

the data obtained by checklist was organized bydbkearcher.

3.9. Statistical Methods for Data Analysis

3.9.1. Exploratory data analysis

It is a technique to visualize the patterns of dafative to research interests. Since explorattata
analysiscan serve to discover as much of the informatiogamding raw data as possible, plotti
individual curves to carefully examined thatal should be performed first before anymi@rmodel
fitting is carried out. Thus, this study assesednature of the data by exploring individual gesf, and

the average evolution.

a) Exploring the individual profile: To explore the individual profile, plot of thesponse with time was
used to show whether there is a noticealddempm common to most subjects. These indalidu
profiles can also provide some information on witAhd between subject variability.

b) Exploring the Mean Structure: The major purpose of exploring the mean strucisir® choose the

fixed effects for the model.

To explore the overall mean, we plot the resparseble against time including individual and aaler
mean profiles. In line with the overall mean, pussible differences between the groups will bdist by

plotting the mean of each group separately withstimae figure.
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Variance Function

The variance function is used to model non-systemadriability (Kachman, 1998). Typically, with a
generalized linear model, residual variability esisfrom three sources: (i), variability arises froine
sampling distribution. For example, a Poisson ramdariable with mean p has a variance of p. (i),
additional variability, or over-dispersion, is aftobserved. Modeling variability due to the samgplin

distribution is straight forward. For Poisson samgldistribution, the variance function is given ask

function=log, inversdink = ¢€”’,var(u) = i .Variability due to over-dispersion can be modeale@d number
of ways. One approach is to scale the residualabdity as var(y, |u) = @/(4 )where ¢ is an over-
dispersion parameter. A second approach is to adadditional random effecg ~ N (0;¢),to the linear

predictor for each observation. (iii) Select anotlgstribution. For example, instead of using a one
parameter (1) Poisson distribution for count dataywo parameter (up) negative binomial distribution
could be used. The three approaches all involveeitienation of an additional parametér,Scaling the

residual variability is the simplest approach, tan yield poor results (Kachman, 1998).

The discussion was made on how estimates of thanca components can be obtainéteoretically the
variance component problem can be busted into ®arsg (i), the estimation of the variance companent
associated with the random effects. (ii), the estiom of the variance components associated welethor
distribution.

3.9.2. Statistical Models

Generalized linear models are usually in use fodeting univariate non-Gaussian data. GLMs take in a
wide range of statistical models for counts, bindaga, rates and ratios, time-to-event data, ahdrst
(Molenberghs and Verbeke, 2005 awglesti, 2002).

The first distinguishing feature of the Poisson elad that the variance is equal to the mean. Heweaw
many applications with count data, the observethuae is greater than the mean, which is termexvas
dispersion and it can also be less than what thdehitas in which case it is said under-dispersiooctur
(Agresti, 2002). We will generically use the terneopdispersion to actually encompass both, eveagiho
under-dispersion comes with its specific issuessihgnet al., (2012).For conventional GLM and over-
dispersion models, full maximum likelihood is aineable estimation itinerary. As made use of by¢he
authors, certain over-dispersion models come dana nodification of the score equation, for which s
called quasi-likelihood can be used.
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One of the goals of this study will be to determihe appropriate model for CD4+ cell counts datd an
make available an implementation of the proposeatkige approaches with the software package, SAS
procedure NLMIXED. Thus, as Kassahun et al., (20h3jle use of, although modeling of count data like
CD4+ cell counts to handle over-dispersion andetation seems at first scene relatively complegait be

implemented easily in the available standard so#tvpackages like SAS.
3.9.2.1. Generalized linear models

According to the authors, McCullagh and Nelder @9®\gresti (2002), and Molenberghs and Verbeke
(2005), although it is a very useful framework réhare some situations where general linear maaelsot
appropriate: (i) the range of Y is restricted (egunt data like CD 4+ cell counts) (ii) the vaganof Y
(outcome) depends on the mean. Generalized linedels extend the general linear model framework to
address both of these issues, to a linear combmati predictor variables. Generalized linear madel
specified by three components: (i) the random comepbidentifies a vector of observations of Y atsd i
probability distribution; (ii) the systematic comemnt is a specification for the vecioin terms of a vector

of p fixed unknown parametefs (iii) and the link function specifies the funatiof E(Y) that the model

equates to the systematic component.

A big family of probability density functions is lkad an exponential family distributionif it can be
expressed as:

f(y)= f(yln,¢ =&? VN wherep and ¢ are unknown parameters, agd.)and C (.,.) are
known functionss; and ¢ are termed ‘natural parameter’ (or ‘canonical perter’) and ‘scale parameter’,

respectively.
3.9.2.1.1. Poisson model

The Poisson distribution belongs to the exponeffdiaily and is commonly used for the analysis afirto

data, like CD4+ cell counts. In this case, theritigtion of the response is ¥ Poisson). Anyone may be

interested to explain variability between outcomealues based on covariate values with densitgtian.

giyi e—G
Y.

f(y.0)=

(3.1)

The linear predictog(E(Y,)) =log(y,) =1 , y, =€’ =e»*A%
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The mean is given b¥(Y) = i = 6and the variance byar(Y) = 8. Here, the scale parameter equpls 1.
Suppose Y..., Yy is a sample of independent counts and ket. x xy represent the corresponding p-
dimensional vectors of covariate values. The Paissgression model, witha vector of p fixed, unknown

regression coefficients is given liyg(1) = x 3.
3.9.2.2. Over-dispersion Models

According to Wedderburn (1974), one possible wagldal with over-dispersion for counts based onrgina
data is to allow for the over-dispersion paramétgl and only specify a relation between the meantlaad
variance, and then apply quasi-likelihood estinratid simple quasi-likelihood approach uses thearare
function, var(7z) =6 L-7z)/n.. In this context, if6> 1, over-dispersion is said to occur. A key
assumption of the GLM Poisson model is that théanae is equal to the meavar(u) = ¢ = 6. However,

as Agresti (20023uggested, in many applications with count dat,olserved variance is higher than the
mean, leading to over-dispersion. In the CD4+ celints data which was described in section 3.5
that Y;j denote the number of CD4+ cell counts collectednfipatient i at time j. These counts may vary
from patient to patient based on factors Age ofgPstSex of patient, Level of Education, Adheretacany

of the drugs, Test time, Drug Regimen, Base line4G#ll counts, Marital Status, Religion, Location/
residence of the patient, and Employment Statudresitment initiation, which in turn will induce

heterogeneity, leading to more variation in theadhtin predicted by the Poisson model (over-dispgrs

Like the clustered binary and binomial data, we apply quasi-likelihood estimation here (Wedderburn
1974). Furthermore, > 1, over-dispersion is said to occur. As some @gthmplied, an alternative
approach to modeling over-dispersion in count dataombining a Poisson distribution with a random
effect 6; to handle the unobserved heterogeneity. Thehd ~ Poissorfd 1 ). As the authors Breslow
(1984), Hinde and Demétrio (1998a), and Hinde aremé@trio (1998b), brought about, sinége is
unobserved, it is common to assume a gamma disothuso that the uncondition distribution of the

outcome turns out to be a negative binomial distidn. The negative binomial distribution has mean
E(Y) = ¢ and variancevar(Y) = u(L+ c?),wherec? is the variance of the unobserved terms’# 0, the

variance is greater than the mean, implying thatrtgative binomial allows for over-dispersion. W&

= 0, the Poisson model results as a special case.

3.9.2.3. Generalized linear mixed models
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A generalized linear mixed model is a model whigreg us extra flexibility in developing an apprae
model for the data (Breslow, and Clayton, 1993near mixed models provide a powerful means of

predicting changes in CD4+ cell counts.

However, for many circumstances the assumptiotis@dr responses, constant variance, and nornaakty
questionable. Generalized linear mixed models plea means of modeling these deviations from thalus
linear mixed model. This study will examine whainsttutes a generalized linear mixed model, issues

involved in constructing a generalized linear mixeodel (Kachman, 1998).

In this section the linear mixed model and when ithelied assumptions are not appropriate as was
discussed. A linear mixed model Y5 u ~ N(XS + Zu; R) whereu ~ N(0;G), X and Z are known design
matrices, and the covariance matrices R and G repgril on a set of unknown variance components. The
linear mixed model assumes that the relationshtpvd®n the mean of the dependent variable Y and the
fixed and random effects can be modeled as a lfineation, the variance is not a function of theameand

that the random effects follow a normal distribaticAny or all these assumptions may be violated for

certain circumstances.

A case where the assumption of linear relationsispguestionable is number of CD4+ cell counts.sThu
due to some factors it may continuously decreaselsvath the modification of the treatments it may
somehow improve.

A number of approaches have been taken to addfessdeficiencies of a linear mixed model.
Transformations have been used to stabilize thenvag, to obtain a linear relationship, and to radize

the distribution. However, the transformation nekde stabilize the variance may not be the same
transformation needed to obtain a linear relatignskhor example, a log transformation to stabilike
variance has the side effect that the model orotiggnal scale is multiplicative. Linear and muligative
adjustments are used to adjust to a common baswautount for heterogeneous variances. We hae¢ a
of estimation procedures which are based on arlim@ed model and manipulate the data to make & fi

linear mixed model.

It seems more reasonable to start with an apptepnedel for the data and use an estimation praeedu
derived from that model. A generalized linear mixaddel is a model which gives us extra flexibility
developing an appropriate model for the data (Bwesénd Clayton, 1993).

According to Engel and Keen (1992), Molenberghs ¥iedbeke (2005), and Pinheiro and Bates (2000),
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when non-Gaussian data are repeatedly measure@Die cell counts, the GLM is usually extended to
generalized linear mixed models (GLMMs), with ajsgbspecific random effect, usually a Gaussiaretyp
added in the linear predictor to capture the cati@h. According to these authors, GLMMs combine th
properties of linear mixed models and generalizeshlr models.

Suppose thaj is an outcome, number of CD4+ cell counts for ithesubject measured at th® jime
point(in month), and lare assumed to be normally distributed with meand variance-covariance matrix

D, that isb ~ N(0,D )with E(b) =0 andvar({ ) =D . Then, it is assumed that the conditionalritistion

of the response, jY|h is independent and belongs to the following exptiaefamily density

fi(y; 1b,6) =exp{@ -1y, 6, —¢(6;)1+ Ay, 6)} (3.2)
The expectation i&(Y; |b) =4 =n7(x;8+7zb), wherey (.) is a known link function, xis a p-
dimensional design matrix of the fixed effect paetensp, and z is a g-dimensional design matrix of the
random effects;{Kassahuret al, 2014).
The likelihood contribution of subject i is

f(y, 18.b.9)=] [] (v 18.0.9) (b | D). (33)

j:

From this, the likelihood fd8, D andg is given as

LEDA=[] [[]10 185,01 D), (3.4

Thus, as Molenberghs and Verbeke (2005) and Skl@mthRabe-Hesketh (2004) show, expression (3.4)

does not have an analytical solution, and hencesniaal approximations are needed.

For count data (CD4+ cell counts, in this studg)y|; be the value of the number of CD4+ cell counts for
patient i and time point j. It is customary to assuthat

Y; ~ Pois(é;) (3.5)
With the conditional meafy modeled ag, = exp(; 8+ zb).

The variance components can be estimated usinggheximate REML quasi-likelihood (Breslow and

Clayton 1993) which after some algebra is

ql(B;0) = —1/2In|V|—1/2In|X'H'V— 1HX| — 1/2(y * —HXB)'V— 1(y * —HXP) (3.6)

, Whereo is the vector of variance component dhd= R + HZGZ'H'. For the variance components
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associated with the random effects in G the estimgagquations remain the same.
Estimation of the variance components associated thie error distribution is more problematic. The

quadratic form becomes
O ' O
<y—,u> R—1?R1<y—,u>. (3.7)
4]

However, the corresponding functions for the line@&ed model assumes that R=$. The functions of the
left hand sides fo$ are
foo(C) = [tr(®)—2tr(Q®) + tr(Q ® Q ®)]

o (i (XH OHK XHOHZ
fol€) = |tr ZH OHX ZH ®HZ

where Ct = (C® Cc®* . C"),® =R - 198 R _1
[}
XrHr
Q = HX HZ)CG. (3.8)

3.9.2.4. Poisson-normal-gamma models for over-dispersion ancbrrelation

Correlation and over-dispersion can crop up simeltaisly, in practice. So that some authors haven bee
proposed some techniques and they have formulafexkible and unified modeling framework to overoem
this, which afterwards termed as the so-called éetbmodel, to handle a wide range of hierarchitzh,
including count, binary, and time-to-event data.

Molenberghset al, (2010) together with other authors brought tveds sof random effects. The normally
distributed subject-specific random effects captilne correlation, while the conjugate measuremeetific
random effects on the natural parameter which leéatise beta-binomial model for binary data andrtbgative-
binomial model for count data, and are used to ytover-dispersion. The Poisson-normal-gamma model

having both the over-dispersion and normal randffetts takes the form:
fi(y; 10, ¢) = explg -1y, 6, —¢(6;)] + c(y,¢)}. The expectation is,
E(Y; |b) =1 =6 «; ,whered; ~g; (z9ij,0'ij2),z9ijand0'ij2 are mean and variances @f, respectively. The

likelihood contribution of subjection for the modelgiven as:
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f. (y,; |z9,D,z§‘i,Zi):“_l f, (y; 12,8,6)f (b |D)f(6 |F,%,)dhdg. From the above, the likelihood
IE

contribution of all subjects in common is givenbatow:

LE.0.8.2)=[] (3 19.0.9.%)

1] 117500 12.8.6) 10 101619, % ) 39)

The Poisson-normal-gamma model assuming that coamgtsgenerated from a Poisson-normal-gamma
process has meaic; = g «; withg; ~ Gammda 1/ a), where the subscript ‘c’ refers to the conditiorea,

Kassahuret al, (2014).

For this study, CD4+ cell count data, lgtbé the ' outcome repeatedly measured for patient for i=I\...,
time point j=1, ..., nThe Poisson model with normal and gamma randonetsffean be specified as
Y; ~ Pois(4; =6, «;) (3.10)

(]|
, with the conditional meak; modeled a$jk; and x; =exp(x; 8+ z b))

b, ~ N(0,D),andg;, ~Gammda, ), x;and z; P-dimensional and g-dimensional vectors of known

covariate values, arfla p-dimensional vector of unknown fixed regressioefficients.

Molenberghset al., (2007) and Molenberghet al., (2010)marginalized the Poisson-normal-gamma model
analytically over the gamma random effect, whertbligy partially marginalized model takes the form:
f(y, 1oy, B) = [ F(y, by, 8.6,)f (6, |a;,B,)d6,

Yi aj
=[aj + yij ‘1J 'BJ 1 Vi
W N\ By ) \ 1k B

Herein after, further numerical integration ovee thormal random effects can be made to obtain the
maximum likelihood estimates, marginal expressionghe mean vectoE(Y; ) and variance-covariance of
Yi.

Here one has to mind that the Poisson-normal GLMMults as an exceptional case of the Poisson-normal

gamma model, when over-dispersion random effgcése gone astray, with a conditional mean given by:
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Y; ~ Pois(x; ) (3.11)
As Kassahuret al, (2014) used, one can apply the following noteioonventionally. The Poisson-normal-
gamma model which brings both features togethelersoted as (PNG), where ‘P’ refers to basic Poisson
model, ‘N’ refers to normal random effects and ‘&ands for gamma random effects. The extraordinary
case, which follows by excluding the gamma randdi@ets structures, i.e., the Poisson-normal GLMM is
denoted as (PN-), and leaving out only the norraatiom effects by (P-G), but the simplest case isnwh

both random-effects are dropped, leading to Poi€ddd model (P--).

Note that there are other examples of models imegudon-normal random effects. For example, Lee and
Nelder (2001, 1996)in a series of influential papers, proposed hidnaat generalized linear models,
where random effects can be non-normal. In additibese authors proposed a computationally feasible
estimating method, both in numerical as well astatistical terms.

Variable selection technique In all models, to select significant variablesstfthe main effect and main
effect by time interaction was incorporated to théial candidate model. After that, avoiding non-
significant variables one by one starting from thast non-significant terms or simply backward stdbec

technique.
The NLMIXED procedure for model comparison

The PROC NLMIXED procedure fits nonlinear mixed ratsd—that is, models in which both fixed and
random effects enter nonlinearly.

It fits nonlinear mixed models by maximizing an egppmation to the likelihood integrated over thegdam
effects. Different integral approximations are #&alale, the principal ones being adaptive Gaussian
quadrature and a first-order Taylor series appration. A variety of alternative optimization techuoes

are available to carry out the maximization; thad# is a dual quasi-Newton algorithm.

Successful convergence of the optimization problesults in parameter estimates along with their
approximate standard errors based on the secondatl matrix of the likelihood function. PROC
NLMIXED uses adaptive Guassian quadrature methoddfgiult. This procedure enables you to analyze
data that are normal, binomial, or Poisson or tlaatany likelihood programmable with SAS statements

Poisson and negative binomial regression modeldesigned to analyze count data.

However, Poisson and negative binomial regressiodets differ in regards to their assumptions of the
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conditional mean and variance of the dependenabki Poisson models assume that the conditionahme
and variance of the distribution are equal. Negabinomial regression models do not assume an equal
mean and variance and particularly correct for @spersion in the data, which is when the variaisce
greater than the conditional mean (Osgood, 200@rRasteret al, 1997).

Although the AIC can be used in association wittkxedi models, it is not common to be used with the
models discussed above to select either the opsetabf explanatory variables or other structukeEnce,

finally the four models were compared ustgjog-likelihood comparison technique.
Nonlinear Mixed-Effects Models

We suppose there are N independent clusters, wittembers in the"icluster. Let Y denote the outcome
for the K" member of thei cluster, i =1, ..., N; k=1, ..., het % be the covariate vector for th& k
member of the"l cluster, and ba random effect associated with tffeciuster. The random effects have
density function f (j§0), with 6 the vector of parameters for the distribution pfThe distribution of ¥
given xc and b has density f (yx;j, b, p), indexed by the parameter vecpoWe allow both f (y |x;, b, B)
and f(hl6) to have any general parametric density. Giverrdhnelom effectsipwe assume theyys within a
cluster are mutually independent. The MLE pf §) is obtained by maximizing the marginal likelihood

The " cluster’s contribution to the marginal likelihod

Li (8.0) = £ (YirsesYini | Xigseee1%i 15, 6) =£[|j f(Yi %0, 8) f(b | 6)]dh, (3.12)

And thus, the likelihood to be maximized is

L0 =[] JI[] Ok X 0.0 100 O (3.13)
=l

Clearly, (3.13) involves integration over the distition of b and, in general, does not have a closed form.
A number of methods are available for maximizinig ttkkelihood directly (Geyer and Thompson, 1992) o
via approximations (Pinheiro and Bates, 1995; Lirede and Bates, 1990; Breslow and Clayton, 1993;
McGilchrist, 1994; Liu and Pierce, 1994; Wolfingand Lin, 1997), respectivelyMany of these methods

assumef(b 4 s normal. Numerical integration techniques, sushGawussian quadrature (Davidian and

Gallant, 1992; Liu and Pierce, 1994), are usedesmingly for fitting NLME’s. These methods are
available, for example, in PROC NLMIXED in SAS, bonly for the case of one or more normally

distributed random effects. As we shown, non-normaldom effects can be accommodated within the
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numerical integration techniques available in PRRCMIXED, via the use of the probability integral

transform.

Suppose that the random effects (assumed contihdwaxsee a non-normal distributioh(b. &1, )but

available software programs are restricted to nbmaadom effects. Let a_i be a random effect from a
standard normal distribution, that is, anormal (0, 1). Then, using the probability integrahsform (Hoel

et al, 1971), u= @ (a_i) has a uniform (0, 1) distribution, whebe(-) is the standard normal cumulative
distribution function (CDF).

Applying the probability integral transform once mapk () also has a uniform (0, 1) distribution, where
Fo (-) is the CDF of bi, with parameter It then follows that b=F,*(u;) has density f (i§), wherel™*(-) is
the inverse CDF of;bThus, b= F™}(® (a_i)) has the non-normal distribution of interésimost all major
statistical software packages have dhé ) function built-in, as well as most common irseeCDF's (e.g.,
beta, gamma, t, and chi-square). Therefore, ingesmthe normal random effect a_i, using probapbilit

theory for transformations, th8 eluster’s contribution to the marginal likelihoodn be re-written as

Li(ﬁ,e)=j[f| (Y |%.b. ) (0| O],
.

dy = | [H (Vi | % FOH(@()). Aa)lda, (3.14)

Whered(.) is the standard normal probability density functidhe marginal likelihood in (3.14) can be

approximated by quadrature and standard maximizatiethods (e.g., Newton-Raphson, quasi-Newton)

0o o
can be used to solve f¢5,6) .

The idea of using a probability integral transfdion modeling a single non-normally distributed rand
effect can be extended in a straightforward matméwo or more independent non-normal random edfect
(b, by, . . ), with densities %) and CDFsF, (b, ).

In the case of two independent non-normal randdecesf (b, by), the probability integral transform can
be applied as follows. Leti{aa,) be two independent normally distributed randofeat$, with zero means

1 0

and each with a variance of one, such(thata,,) ~ Normal(0, [O 1]).

Let u, = ®(a,)andy, = P(a,), both with a uniform (0, 1) distribution. Then apply the probability
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integral transform to each variable, B1) and k (b;) also have independent uniform distributions, s t

by = Fi* (u1) has densityf (by) and kp = R(up) has densityf (b2). The extension to more than two
independent non-normal random effects follows gimailar manner. When correlation is present between
two or more non-normal random effects, the proligbiintegral transform method becomes more
complicated and requires the use of a multivar@tbability integral transform approach (Genest and
Rivest, 2001).

However, if one defines; g 019, then g has the gamma distribution. Letting,E (-) denote the inverse
CDF (often referred to as the “quantile functiof) the gamma distribution, andl(-) be the standard
normal CDF, then, when using PROC NLMIXED in SARe gamma random effect ig obtained via the
following set of transformations:

1. a~ N(O, 1)

2.p=0(a)

3.9i2 =R (p)

4. g = 010i2.

As 0; approaches 0, observations within a cluster alependent, while large values @f induce high
within-cluster correlation.

3.9.2.5. Estimation Techniques

It is straightforward to obtain the fully marginedid probability by numerically integrating over thermal
random effects, and using a tool such as the SASedure NLMIXED that allows for normal random

effects in arbitrary, user-specified models as Khaset al, (2014).
Estimation Methods for over-dispersion models
Maximum Quasi-Likelihood

For constant over-dispersion models with a variasidee formvar(Y;) = pv, (1) to estimate the

regression parameters maximize the quasi-likelinood

Q=1/2%1", {D(y(;’”i)}, where D the variance function

_ O
D(y,p) = -2 fy”yTt(t)dt , [ is the same as the maximum likelihood estimatiaritfe exponential family

with variance function V), e.g. for V (1) = u — Poisson (John, 2007).
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o n o 2 o
For over-dispersed Poisson modgk 1/(n- p)Z(yi - i) i
i=1

O ~
The standard errors of tife are used as for the non dispersed model infla}qgm

Model selection
Fitzmaurice (1997) uses the Akaike informationesidn (AIC) and -2likehood to compare deviancesnfro

different models. But, as the models are not nesitehood was used to select the best model.
Testing Over-dispersion

Obtaining a goodness of fit test for over-dispensediels is not as simple as in say fitting a biradrar Poisson

model where the residual deviance or Pearson Carsgan often be used, at least as an approximate test.

Model Checking Technique

In GLMM, it is assumed that the random effects @wemally distributed and uncorrelated with the erro
term. Residual plots can be used visually to chemknality of these effects and to identify any gt
effect categories. Examining the plot of the staddad residuals versus fitted values by any cavesi of
interest can give a better feeling. The assumpafamormality for the within-group error was assebsagth

the normal probability plot of the residuals by aoates. Similarly, Normality of the random effecss
assessed using Normal Plot of each random effeatmal plot of estimated random effects helps for

checking marginal normality and to identify outtier

34



CHAPTER FOUR
4. RESULTS AND DISCUSSION

4.1.Baseline Information and Descriptive Statistics oCD4+ cell counts

A total of 222 adult ART HIV-1-positive patientsQ47observations) were used with a minimum of orte an
maximum of nineteen measures of CD4+ cell countsiqaividual patients. The baseline demographic
characteristics and descriptive statistics of pagieare displayed in table-2 below. Out of theseTAR
patients, 131(59%) were female patients and 91(44&6¢ male patients, 175(78.8%) were living around
rural out of Hossana town and 47(21.2%) were livémgund urban centers including Hossana town, the
mean and standard deviation of baseline CD4+ celhts are355.9 and 321.¢ells per milliliter of blood,
respectively, the mean and standard deviation ef @fgpatients are1.06 and 8.5years, respectively,
57(25.67%) are not educated, 98(44.1%) learnt pyineducation, and 52(23.4%) learnt secondary and
above, 35(15.80%) are never married, 128(57.70%)n@rried, 24(10.80%) are widowed, 19(8.60%) are
divorced, and 16(7.20%) separated, 26(11.70%) ausliM, 63(28.4%) are Orthodox, 119(53.60%) are
protestant, 5(2.30%) are Catholic, and 9(4.1%)Qiteers, 57(25.70%) are unemployed, 60(27.00%) are
employed, 39(17.60%) are working full time, 65(Z8a are following the drug combinations properlygan
157(70.70%) are not taking the drug combinatiorgperly, most of the patients 68(30.60) are in WHO
stage Ill, the minimum and maximum CD4+ cell couate 7 and 2000 cells per milliliter of blood,
respectively, the mean and standard deviation ofiCPell counts were 438.511 and 307.75 cells per
milliliter of blood, respectively.

Table-2: Baseline average value and standard deviation eohr@ies with their Percentages and

frequencies for CD4+ cell counts of HIV-1-positipatients’ data.

CDA4+ cell counts [mean (St.d) &# patients ©0)]
Variables Levels Mean(St.d # Patients (%
Baseline CD4+ cel - 355.891(321.45! 222(100
counts
Age of patients - 31.067(8.521 222(100
Educational level No educatio 288.00((66.30 57(25.67)
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of patients Primary 489.49(323.71 98(44.1()
Secondar 409.07°(279.44 52(23.4)
Tertiary 444.464328.37 15(6.7€)
Sex of patients Femal 338.06:(330.467 131(59.00
Male 381.560(308.0! 91(41.00)
Marital Status of Never marrie 432.714(416.53 35(15.80)
patients Marriec 331.335(276.97: 12§(57.70)
Widowec 369.500(352.421) 24(10.8()
Divorcec 323.526(347.029) 19(8.60)
Separate 402.312(349.10: 16(7.20)
Religion of patients  Muslim 567.730(355.185) 26(11.70)
Orthodo» 376.333(371.68! 63(28.40)
Protestar 337.969 (286.33 11¢(53.6(0)
Catholic 317.400(174.321 5(2.30)
Othel 437.222(385.01t 9(4.10)
Employment Unemploye! 289.666(245.47) 57(25.70)
Status of patients Employec 1072.000(453.234; 60(27.00
Working full time | 331.641(261.38! 39(17.60)
Othel 383.687(335.38: 66 (29.79)
Adherence to any No 349.758 (306.85 15%(70.7()
of the drugs Yes 370.707(356.35 65(29.30
WHO Stage of the | 359.416(332.89 60(27.00)
disease I 413.873(323.82« 71(32.00
" 333.647(317.34 68(30.60)
v 233.478(269.07! 23(10.40
Area of the Rura 364.595(358.50€ 175(78.8()
patients
Urbar 353.554(311.83! 47(21.20)
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4.1.2. Exploratory analysis for CD4+ cell counts data

The first step in any model-building process islesaiory data analysis as done below.

Individual profile plot

2000 — —
1500 — —

1000 — —

\

TIME

CDA+ CELLS

Figure-1: Individual Profile plotf@€D4+ cell counts of HIV-1-positive patients

As depicted in figure-1, the individual profile plendicates that most of the CD4+ cell counts are
concentrated around below 500 and there is higiati@mn in CD4+ cell counts at the baseline thathat
end and the CD4 cell counts appear to be increasidglecreasing over time, the degree is very high.

Individual profile plot by Sex

o 50 100 150
1 1 1 1 1 1 1 1
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2000 — —
1500 — —
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Figure-2: Individual Profile plot forZl+ cell counts of HIV-1-positive patients by Sex

Furthermore, besides plotting the response ovaeg, titris also useful to include different subgrogpsthe

same graph to illustrate the relationship betwéenrésponse and an explanatory variable over time.

37



Figure-2 shows that there is high variation in C&H counts at the baseline than at the end ih bek,
but the variation of CD4+ cell counts in femalansre pronounced than in male and the same feature c
be seen as for figure-1 above. Thus, between atidmwsubject specific difference in variation cab#
ignored.

Loess Curve

Lowess Smoother for CD4 cell counts
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Figure-3: Loess smoother for CD4+ cell countsibf-1-positive patients

Theloesssmooth curve, as shown in figure-3, suggeststhieativerage profile of CD4+ cell counts has a linea
relationship over time and almost fairly constamuad below 500 cells per milliliter of blood. hdicates that
CD4+ cell counts show a slight increasing patterardime, but the rate of increasing is very lomdAalso it

indicates the linear time effects to be includedfixaed-effects in the model.

NB:- Loess smoother and individual profile for mostegaftries of the covariates with two/more levels like
adherence to any of the drug combinations, aredénese of patients, and marital status, not disggayere

for the sake of redundancy, seem very similar es¢hin figures 2 and 3, ( see appendix 1).
4.2. Statistical Models of Data Analysis
4.2.1. Comparison of Poisson, Poisson-gamma, Poisswrmal, and Poisson-normal-gamma Models

Since the response variable in this study is coantsthe data is over dispersed as the varian@Ddft+
cell counts (94710.06) is greater than the m&z81611) the Poisson model is fitted including different
random effects(gamma and normal) to handle both digpersion and correlation, respectively. Table-

displays the comparison among four models, GLM 8w model without random effect to handle over
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dispersion), GLMM (Poisson model with normal randeffects to oversee the correlation), Poisson model
with the gamma random effects (negative-binomiatietipto grip extra variation in the data, and Paiss
normal-gamma model, model with both normal and gamemdom effects to discuss about both correlation

and over dispersion simultaneously

Table-3: Comparison of Poisson, Poisson-gamma, Poisson-hoanth Poisson-normal-gamma Models.

Models
Effects and Poissol Poissornorma Poissor-gammi Poissor-
parameters normal-gamma
Effects Parametel | Estimate (Se Estimate (S) Estimate (S¢) Estimate (S¢)
Intercept Bo 6.055(0.038) 6.050(0.067) 6.131(0.081) 6.136(0.08)
Time By 0.002(0.00) 0.002(0.001) -0.005 (0.002) -0.006(0.003)
Age B> -0.006(0.001) -0.006(0.001) 0.004(0.002) 0.004(0.002)
Se> Bs 0.052(0.004) 0.052(0.004) 0.073(0.05)* 0.071(0.06)*
Sex*Time Ba -0.004(0.001) 0.093(0.031) -0.004 (0.002) -0.003(0.00z*
Sigme c 0.550(0.030 1.568E-8(0.082) | - 0.164(0.036)
Negative- a - - 2.170(0.089) 2.287(0.101)
binomial
parameter
1/ alphe B - - 0.460(0.019) 0.437(0.019)
Variance d - 2.46E-16(-) - 0.027(0.012)
RIS
-2log- - 15187( 15197! 1453¢ 14527
likelihood

* Estimates which are not significant at 5% leviesignificance.
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Let’s consider the above models where the randderdept bis assumed to be zero-mean

normally distributed with variance d.

We consider special cases (1) the ordinary Poissatel, (2) the negative-binomial model, (3)
the Poisson-normal model, together with (4) thes&mi-normal-gamma model. Estimates
(standard errors, p-values) are presentethlate-3.Clearly, both the negative-binomial model
and the Poisson-normal-gamma model are importaptavements, in terms of the likelihood,
relative to the Poisson-normal model and ordinaoys$dn model. This should come as no
surprise since the latter (Poisson model) unrézdiéy assumes there is neither over-dispersion
nor correlation within the outcomes, while cleatypth are present. In addition, when
considering the Poisson-normal-gamma model, tree very strong improvement in fit when
gamma and normal random effects are simultanea@lishyed foras also the over dispersion

parameter, Variance RIS(d) is significant (P=0.0208 implying the presence of considerable

extra variability due to the grouped nature of tiiata, which is beyond what can be
accommodated by the combined model. FurthermoeeAt® comparison if one may interested

on, also gives the same decision that the combineteh{®-N-G) has the least AIC value.

This strongly affects the point and precision eatas of the coefficients of covariates, where all
covariates except, time sex interaction in Poissmmal-gamma model anskex in Poisson-
gamma and Poisson-normal-gamma model, are significaall models for the progression of

CDA4+ cell counts of ART patients.

Of course, one must not forget that, while the tiegebinomial model accommodates over-
dispersion, thed; random effects are assumed independent, implyidgp@ndence between
repeated measures. Again, this is not realistictbakfore thé?oisson-normal-gamma model is

a more viable candidate, substantiated furthehbyabovementioned likelihood comparison.
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Table-4: Comparison of Poisson-normal model among randéects for CD4+ cell counts data

Models

Poissornormal(randonintercept Poisso-normal(with
Effects and only) Random intercept& slope)
parameters
Effects Parametel Estimate (S Estimate (Si)
Intercept  Po 6.026(0.03) 6.072(0.00)
Time B1 0.003(0.00) 0.004(0.00)
Age B2 -0.006(0.00) -0.004(0.00)
Sex Bs 0.102(0.00) 0.042(0.00)
Sex*Time B4 -0.002(0.00) -0.003(0.00)
normal b -1.188(0.09) -
random
effect
var(b) dis - 0.145(0.00)
var(b,) Oao - 0.001(1.552E-6)
Cov(by,by)  dio - -0.004(0.00)
-2log- - 15168¢ 13747!
likelihood

The random slope model strongly improves the fittlod model based on the likelihood

comparison. The estimates and standard errorseatdbariates are similarly significant in both

models for the response variable. All the normaldoan effects in the slope model are

significant implying that the correlation among gdbs is evident.
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Table-5 Comparison of Poisson-normal-gamma model withend with random effects for

CD4+ cell counts data

Models

Combined model(with n Combinecmodel(random effec
Effects and random effect)
parameters
Effects Parametel Estimate (Si) Estimate (Sy)
Intercept Bo 6.136(0.08) 5.876(0.00)
Time B1 -0.006(0.00) 0.003(0.00)
Age B> 0.004(0.00) -0.006(0.00)
Se» Bs 0.071(0.06)* 0.106(0.00)
Sex*Time P -0.003(0.00)* -0.002(0.00)
Negative- 2.287(0.10) 2.170(0.08)
binomial
parameter
1/alpha B 0.438(0.01) 0.461(0.01)
Variance d - 0.027(0.01)
RIS
theta_1 0 - 0.089(0.00)
-2log- - 1452 15247¢
likelihood

* Estimates which are not significant at 5% levélsignificance.Combined model=Poisson-normal-
gamma model.

As the above table-5 shows, allowing for the extensf the Poisson-normal-gamma model to
include both random intercept and random slope doegnprove the fit based on the likelihood
comparison. As the respective quantities are sggmf, it is evident that there are both over-
dispersion and correlation as the individual modelble-4 and table-5), respectively shows, and
also supported by data exploration and descriggiagstics that the observed sample variance is

greater than the sample mean which leads to ogpedsion.
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The estimates of the covariates in both modelsrame or less similar, except an improvement
in the slope model for the time sex interaction aed, where time has a linear relationship with
CD4+ cell count, which is what we observed in theph showing the average trend. Thus, in the
slope model, all the covariates are significantuding the time sex interaction and sex for the
change in the CD4+ cell counts of ART patientsdaihg HAART. However, the random

intercept model supports the same thing exceghtime sex interaction and sex which may be
of interest to estimate. In plural term, the randonercept Poisson-normal-gamma model is

chosen based on likelihood comparison and furtlsgudsion can be made on if any.
Model diagnostics

Residual versus fitted value plot for final Poissmimal-gamma model is presented in
Appendix-2, it does not show any systematic patteis point out the model fits the data well
and the Q-Q plot also verifies the residuals amnadly distributed and symmetric around zero.
Thus, it meets the assumption of error term. Bastdethe above, the non linearity of the Q-Q
plot confirms the model is not linear, which is swimat contradictory to analytical model
results above, i.e., further overlook at it shoblel made. Furthermore, the residual versus
predicted recommended that there is a uniformitsesiduals specifies that homogeneity of error
variances. Plots of observed versus fitted valuED4# count is given in Appendix-2, it verifies
that there is a close agreement between obserncediteed values suggested that this model is
good in predicting CD4 count. Q-Q plots for normabf random effects are also given in the
same Appendix; which illustrates the random effeots normally distributed with mean zero
and variance covariance matrix G. Thus, the fitRmdsson-normal-gamma model is fine for
ART data.

4.3. DISCUSSION

A retrospective longitudinal study was conductetassana Queen Elleni Mohamad Memorial
Hospital, SNNPR, Ethiopia to determine the apprdprimodel for CD4+ cell counts and to

characterize the time course of CD4+ cell progva#is the software package, SAS procedure.

The data was unbalanced because some subjecta@ieieeping the regular time schedule and
they were measured at different time points andrthmber of measurements was different

across a subject which is similar to Verretral, (2013). The time scale was used in a monthly
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format though a six months interval schedule waswaked for some patients which might be
reluctance of subjects to follow up. The data waalyzed by version SAS 9.2 using PROC
NLMIXED procedure that fits nonlinear mixed modeldiat is, models in which both fixed and
random effects enter nonlinearly. PROC NLMIXED fitgnlinear mixed models by maximizing
an approximation to the likelihood integrated otlex random effects. This makes the approach

to analyze data of this study unlike to other stadione on CD4+ cell counts.

As the result of this study reveals that the mesh standard deviation of CD4+ cell counts per
milliliter of blood are not consistent with the wsof the study conducted by Gezahegn (2011)
at Durame and Hosanna hospital found. This disageeein result may be due to the sample
size the study included, due to it was made atdifferent hospitals and due to differences in
educational and socio-economic levels. Explorattaya analysis reveals that there is a time
trend in the data and the average profile of CDdlraounts has a little linear relationship over
time which is unlike the SASasuser.aidsdata analyzed using linear mixed model by Michael
(2002). This difference may be due to smoothinfnegue, time scale, number of observations,
and progressive pattern of baseline CD4+ cell caudbwever, in this current study, this could
not affect the random effect structure to be inethéh the model. Thus, no improvement in the
analysis when non-linearity was assumed and hascghown from the relationship a linear time

effect was studied on CD4+ cell counts.

Most of the patients were females and they haddomean CD4+ cell counts than males before
ART was initiated which is similar to Mogest al, (2013). This is because females are
biologically and socially more vulnerable to HI\Vfégtion in the developing countries. However,
this is inconsistent with Kumarasarayal, (2008) reported from India. This difference cobkl
due to several reasons as described in that ski¥/associated TB could be the contributing
factor for the low CD4+ count in males as the prtipa of patients having TB was significantly
higher in male HIV positive patients than femalesaddition, it may be due to a sex-related
difference in the overall CD4+ counts among maled #2males. HIV sero-negative Ethiopian
females had relatively higher CD4+ cell counts thHN seronegative males like reported by
Yaniset al., (2005) and Tsegay al, (1999).

Most of the HIV infected patients enrolled in tsisidy were living around rural out of Hossana

town as found out by Nuredin (200R)another study at Adama hospital and most optteents
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were young mean age of 31 years old who were dgxuake active and thus have a higher risk
of infection which is comparable to the study coetdd by Moge<t al, (2013) at Zewuditu

Hospital Addis Ababa, Ethiopia. These findings aand by these authors could conform as
previous reports from elsewhere in Ethiopia whielparted that HIV prevalence decreases

significantly to increasing level of education aslivas their socio economic status.

The data in this study indicates that the majaoityIV patients started antiretroviral treatment
with more advanced immunodeficiency status. Siheenbajority of HIV patients had AIDS as
defined by their CD4 cell counts < 200 calls/indicating advanced immune suppression at
initiation of ART. This was significantly higher wh compared to the studies conducted in
Nigeria, south eastern United States and Thailahidiwreported a lower rate of AIDS at the
initiation of ART (Chasombagt al, 2009; Nwokedet al, 2007). Therefore, in the hospital of
this current study, delayed enrollment in ART peogrcould be attributed by several factors
such as due to fear of stigma. In Ethiopia, asriest by the above authors, only one third of
HIV infected persons disclosed their HIV statustheir partner further compromising the
utilization of the counseling and testing and ARSrvices. A similar observation was made
among South Africans where patients stared ART narmogwith advanced immunodeficiency
status. These findings indicate urgent need to pteraarly and enhanced HIV testing to enable
HIV/AIDS patients to benefit from the expanding AR@&rvices (Stohet al.,2007).

Using stepwise selection technique, enter and remand backward technique, the most non-
significant covariates are removed and the reshenmodel are refitted and so on. At the last
step the procedure ends with (the most likely seteccovariates): time since month of
seroconversion, age of the patients, and sex opdftient. Except sex time interaction term in
the model, the other covariates, time since moritilsepoconversion and age of patient are
significant for the change in the CD4+ cell counfsART patients at HAART which was
supported by (Nuredin, 2007; Mogeisal, 2013).

Thus, as in many other diseases, age is an impgrtagnostic factor in HIV infection. Age at
sero-conversion and age at a given CD4 cell coanewhown to be important determinants of
progression and survival before the widespreaddiotction of HAART, starting in 1996 (Sophie
et al, 2006). This supports the current study. One ystisdreviewed which supports the
significance of gender like this study, but it slealwno difference among male and female. Thus,
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no differences in HIV progression and responseA@RT attributable to gender among patients
accessing the Spanish hospital network (Hogbal, 2007). This difference may attribute to
method of data analysis used in that study, KaMarer and Cox regression were used to assess
the effect of sex on time to AIDS, survival from$ and attribute to other factors.

The comparison among four models were made, GLNsgBao model without random effect to
handle over dispersion), GLMM (Poisson model witrmal random effects to administer the
correlation), Poisson model with the gamma randéfeces to grip extra variation in the data,
and Poisson-normal-gamma model, model with bothmabrand gamma random effects to
capture both correlation and over-dispersion siamdously. Estimation was done by maximum
likelihood using numerical integration over themat random effects, if present as was done by
Molenbergh<t al, (2007).

As Kassahuret al, (2014) summarized, based on Molenberghal, (2010), it is argued that the
normal and non-normal, a gamma random effect, safully be integrated together into a single

model to induce association between repeated Rodata and to correct for the over-dispersion.

One possible route to deal with over-dispersioto isitroduce an over-dispersion parameter and
only specify a relationship between the mean ardviriance, and then apply quasi-likelihood,
whereby the extra variability in the data couldtcag@d by the dispersion parameter which is as
Wedderburn (1974) did.

For the count data, it is common to combine Poisdistribution with a gamma distributed
random effect, so that the unconditional distribatof the outcome turns out to be a negative
binomial distribution, SAS procedure NLMIXED disgtd this as shown on table-3 (fifth
column) (Breslow, 1984; Hinde and Demétrio, 1998a] Hinde and Demétrio, 1998b). On the
other hand, focusing on hierarchical data, the GkMisually extended to generalized linear
mixed models (GLMMs), with a subject-specific randeeffect, typically a Gaussian form,
added in the linear predictor to take into custadyierarchy-induced association or to account
for over-dispersion (Engel and Keen, 1992; Moleghsrand Verbeke, (2005); Pinheiro and
Bates, 2000), displayed on table-3 fourth colums. used by Kassahuet al., (2014) and
Molenberghset al, (2010) proposed a flexible and unified modelstgucture, termed the

Poisson-normal-gamma model, to simultaneously captver-dispersion and correlation for a
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wide range of clustered data, including count, tyjnand time-to-event. Thus, two sets of
random effects were brought together. The norndiliyributed subject specific-random effects
take into custody the correlation, while a conjegateasurement-specific random effect on the

natural parameter, is used to accommodate oveewigm, as shown on table-3 last column.

Molenberghs and Verbeke (2005), considered a Poissomal model with random intercepts as
well as random slopes in time. It is interestingnéde that, when allowing for such an extension
in our models, the random slopes improve the fithef Poisson-normal model, but not of the
Poisson-normal-gamma model (details are shown lhe#&table-5). Recall that the same
procedure was applied, too, by Boahal, (2003).While in this study it is considered four
different models; but those authors focused onRbisson-normal and Poisson-normal-gamma
implementations. There are further differencescitu@ fixed-effects and random effects models
considered.

Therefore, as tried out to lay the ground to t#tle four models were compared based on their
likelihoods since they are not nested to use Aliligh some authors used. Accordingly, as was
discussed by Kassahwt al, (2014), the Poisson-normal-gamma model whichlsoes both
normal and gamma random effects to capture togéibibr over-dispersion and correlation was
selected to improve the fit to the model based 2og-likelihood which is 14527.

NB:- CD4+ cell counts is to mean the CD4 cell cowafter a patient is tested and notified that
he/she is HIV positive, i e., CD4 cell counts afte first visit.
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CHAPTER FIVE

5. CONCLUSIONS AND RECOMMENDATIONS

5.1. Conclusions

In conclusion, in this study, although good CDA4+lsceecovery in response to ART was
recognized, HIV-positive patients were enrolledAIRT program at decreased CD4 cells levels.
There is a poor recovery of CD4+ cell when theytsth<200 CD4+cell counts than when they
start ART at >200 CD4+ cell counts.

The covariates in the analysis were identifiedisls fiactors affecting the progress in CD4+ cell
counts of the patients. Time since month of sereesion, sex of the patient and age of patient
are significant for the change in the CD4+ cellsuof ART patients at HAART. Thus, time
since month of seroconversion, sex of the patiadtage of patient are potential risk factors for
the change in the CD4+ cell counts of ART patiettsl AART, in this study by applying models

handling over-dispersion and correlation.

The analysis showed that in the presence of owsgredsion, and clustering, the Poisson-normal-
gamma model results in improvement in model fitug;hPoisson-normal-gamma model is the

best chosen appropriate model for CD4+ cell codata in this study.
5.2. Recommendations

As the numerical figure in table-1 reveals high hemof patients were not following their drug
combinations this may affect their CD4+ cell couptegress and the response to HAART may
not be as expected and high number of patients mareed and were living around rural areas
out of Hossana town which are far from the hosplignce, the HAART and any health related
concerning bodies should have to support in giadgice to the patients to take care in making
relation with others except their partners as tasy married and they have to encourage the

patients to follow the ART though the service eemhay be far.

Moreover, interventions need to be designed to pterearly HIV testing and early enroliment
of HIV infected individuals into ART services. A®s@o-demographic factors and lack of

awareness about ART services, fear of stigma asatidiination compromise the utilization of
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ART program, improving public awareness by advocaog social mobilization should be
included in the ART service. ART considerably imgrs the immune recovery. It is strongly
recommended that underline the need of anti-rabvherapy in HIV infected patients for

immune reconstitution.

The natural feature of CD4+ cell counts is nondinas supported by some authors, but in this

study there was a slight linearity in the data.t8is, difference needs some overlook at it.

Further Longitudinal studies with better numberegeated measurements per subject should be
conducted on CD4+ cell counts to get better insgghthe trends and to account for both over-
dispersion and correlation. And also further oveklshould be made on the disagreement
among the models in selecting potential risk fectfor the outcome variable. Thus, some
important covariates which are selected as polensia factors for the change in CD4+ cell

counts are not so in this study; hence it needbduinvestigation.
Limitations of the study
The following were the limitations of the study;

1. Limited number of variables was captured duringigmait enrolment: In order to
determine probabilities of predicting CD4 respots&AART, it was needed to identify
some variables that were found in the records ef réspondents, captured during
commencement of ARV therapy. The problem was tleatables considered for this
study was not recorded in all the files of clieotsHAART.

2. Limited number of variables to measure social eognostatus. Only income and
employment status were used as proxy measure<iaf sgonomic status.

3. One limitation of all observational studies is tbAinmeasured confounding, none of the
co-infectious diseases like TB were included.

4. Some of important techniques like Monte Carlo datian models were not used to
track HIV disease progression and to indirectlyineste the outcomes and costs of
treatment when initiated at various CD4 cell couhising this approach, initiation of
HAART at a CD4 cell count more than 350 ceilstan be seen to result in longer

quality-adjusted survival compared to starting HAR& lower CD4 cell counts.
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APPENDICES
APPENDIX-1: EXPLORING DATA AND GRAPHS FOR MODEL DIAGNOSIS CHECK

APPENDIX-1 A: Individual Plots of CD4+ cell counts data by soragegorical covariates

A-1: Individual Plot for CD4+ cell counts data by Adhace to any of the drug combinations

Individual profile plot by ADAD
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A-2: Individual Plot for CD4+ cell counts data by Reside or Area of the patient

Individual profile plot by AREA

0 50 100 150
1 1 1 1 1 1 1 1
rural urban

2000 — -

1500 — -

1000 — -

CD+CELLS

500 — -

T T
0 50 100 150
TIME

58



A-3: Individual Plot for CD4+ cell counts data by Sexioé patient

Individual profile plot by Sex
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A-4: Individual Plot for CD4+ cell counts data by marggatus of the patient

Individual profile plot by MARITAL STATUS
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A-5: Individual Plot for CD4+ cell counts data by Stajelisease of the patient

Individual profile plot by STAGE
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A-6: Individual Plot for CD4+ cell counts data by Lewéleducation of the patient

Individual profile plot by LEVEL OF EDUCATION
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A-7: Individual Plot for CD4+ cell counts data by Retigiof the patient

Individual profile plot by RELIGION
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A-8: Individual Plot for CD4+ cell counts data by empiognt status of the patient

Individual profile plot by EMPLOYMENT STATUS
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APPENDIX-1 B: Loess smoother of CD4+ cell counts data by sonmegogical covariates

B-1: Loess smoother for CD4+ cell counts data by masittius of the patient

Lowess Smoother for CD4 cell counts by MIRTSTAT
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B-2: Loess smoother for CD4+ cell counts data by WHQ@&tE disease of the patient
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B-3: Loess smoother for CD4+ cell counts data by Adhegen any of drug combinations of the

patient
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B-4: Loess smoother for CD4+ cell counts data by Sekepatient
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Lowess Smoother for CD4 cell counts by Sex
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APPENDIX-2: GRAPHS FOR MODEL DIAGNOSIS CHECK
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Q-Q Plot of Residuals for CDFR
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APPENDIX 3: WHO Staging for HIV Infection and Disease in Adutsdolescents

Clinical Stage I:

1. Asymptomatic

2. Persistent generalized lymphadenopathy

Performance Scale 1: Asymptomatic, normal activity

Clinical Stage I

1. Moderate weight loss (less than 10% of presumedeasured body weight)

2. Minor mucocutaneous manifestations (seborrhoeimdsttis, prurigo, fungal nail infections, recurremal ulcerations,
angular stomatitis)

3. Herpes zoster within the last 5 years

4. Recurrent upper respiratory tract infections, dagcterial sinusitis, tonsillitis, otitis media apdaryngitis
And/or Performance Scale 2: Symptomatic but nowélity

Clinical Stage IlI:

1. Severe weight loss (more than 10% of presumed asuoted body weight)

2. Unexplained chronic diarrhoea for more than 1 month

3. Unexplained prolonged fever, intermittent or constéor more than 1 month

4. Oral candidiasis

5. Oral hairy leukoplakia

6. Pulmonary tuberculosis (current)

7. Severe bacterial infections such as pneumoniasnpgsitis, empyema, bacteremia or meningitis

8. Acute necrotizing ulcerstive stomatitis, gingivitis periodontitis

9. Unexplained anemia (<8gm/dl), neutropenia (<0.5¢p0 litre), or chronic thrombocytopenia (<50 peér litre)

And/or Performance Scale 3: Bed-ridden for les$1th@8% of the day during the last month

Clinical Stage IV:

1. HIV wasting syndrome — weight loss of more than 1@% either unexplained chronic diarrhoea for ntioae 1 month,
or chronic weakness or unexplained prolonged féaremore than 1 month

2 Pneumocystis pneumon(i@aCP)

3 Recurrent severe bacterial pneumonia

4. Toxoplasmosis of the brain

5. Cryptosporidiosis with diarrhoea for more than 1ntho

6 Chronic isosporiasis

7 Extrapulmonary cryptococcosis including meningitis

8 Cytomegalovirus infection (retinitis or infectiofi @her organs)

9 Herpes simplex virus (HSV) infection, mucocutanefmrsmore than 1 month, or visceral at any site

10. Progressive multifocal leukoencephalopathy (PML)

11. Any disseminated endemic mycosis such as histopsisicoccidioidomycosis

12. Candidiasis of the oesophagus, trachea, brondbngs

13. Atypical mycobacteriosis, disseminated

14. Recurrent non-typhoid salmonella septicaemia

15. Extrapulmonary tuberculosis

16. Lymphoma

17. Invasive cancer of the cervix

18. Kaposi’'s sarcoma

19. HIV encephalopathy — disabling cognitive and/or enalysfunction interfering with activities of dailiing, progressing
slowly over weeks or months, in the absence of gorat iliness or condition other than HIV infectithat could account for the
findings

20. Atypical disseminated leishmaniasis

21. Symptomatic HIV-associated nephropathy or symptaméilV associated cardiomyopathy

And/or Performance Scale 4: Bed-ridden for morentB8% of the day during the last month
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