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ABSTRACT

Automatic text categorization is a supervised learning task, defined as assigning category labels
to new documents based on likelihood suggested by a training set of labeled documents. The
world is widely changing hence, the impact of the technology and communications revolution
has grown greater today. People have realized the importance of archiving and finding
information, only nowadays with the advent of computers and the progress of information
technology became possible to store and share large amounts of information, and finding useful
information from such collections became a necessity.

Currently Oromia Radio and Television Organization are implementing a manual
categorization system to categorize their news items in their day-to-day activities although they
are using computer system to store and dispatch information using database systems of un
organized information system.

The objective of this research is to apply the novel techniques of machine learning approaches to
Afan Oromo news text categorization using Naive Bayes, Sequential Minimal Optimization and
J48 classifier algorithm to recommend the best for the problem at hand. The classifiers use Afan
Oromo News items of five classes, collected from Oromia Television and Radio Organization
and Voice of America AfaanOromoo program for training and testing of the classifiers. Before
the implementation of classifiers, document preprocessing is applied on the prepared document.
Under preprocessing steps, removing of digits, punctuation marks, extra characters following this
compound words are merged and stop words are removed and finally documents are

transformed into term matrix with its weighted values to perform the summarization.



Applying the Naive Bayes, Sequential Minimal Optimization and J48 classifier on Afan Oromo
News Text (the training and testing data sets); finally the model is evaluated using the standard
measurement of accuracy, precision, recall and F1 measure. Sequential Minimal Optimization
classifier achieved the best 92% accuracy, precision of 92% and recall of 92% and outperforms
both j48 and Naive bayes classifier. J48 classifier registered the second best accuracy of 88.5%,
precision 88.5% and 88.5% while Naive Bayes classifier achieve 87% accuracy, 87% precision
and 86.9% recall which is the least from all classifier applied in this study. The result shows that
Sequential Minimal Optimization support vector, J48 decision tree and Naive Bayes classifier is

encouraging approach for Afan Oromo News Text.

Keywords: Text categorization, machine Learning, naive Bayes, Sequential Minimal

Optimization support vector, J48 decision tree
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CHAPTER ONE

1. INTRODUCTION

1.1 BACKGROUND OF THE STUDY

Automatic text categorization is concerned with the assignment of documents to predefined
categories.It has been successfully applied in many areas that involve the organization, filing,
filtering or routing of documents. These tasks are part of our everyday lives and can be applied
to many contexts such as, assigning patents, advertisements or library books into categories,
assigning web-pages to YAHOO!-style directories or filtering spam.

In many real- world scenarios, the ability to automatically classify documents into a fixed set of
categories is highly desirable. Common scenarios include classifying a large amount of
documenteither supervised or unsupervised archival documents such as newspaper articles, legal
records and academic papers. For example, newspaper articles can be classified as ’features ’,

’sports’ or ‘news ’. Other scenarios involve classifying of documents as they are created.

b b

Examples include classifying movie review articles into ’positive * or ’negative ’ reviews or
classifying only blog entries using a fixed set of labels .

Today Afan Oromo news text has been producing in increasing amount in every day. Effective
machine-generated solutions would obviously increase efficiency and productivity. A computer
can process information much faster than humans. With the explosion of electronically stored
text, efficiency is of increasing importance. Beyond the immediate efficiency gains, however, is
the great promise of machines that appear to “read,” machines that examine free text and make
correct decisions. These same techniques that make correct general decisions for text

categorization can then be adapted to individual tastes, examining great volumes of text and
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filtering these documents to suit personal interests (Sheth and Maes, 1993).In this research |
claim that such techniques are currently feasible, that they are capable of processing huge
amount of Afan Oromo News text documents in reasonable times, with high performance is
achievable when high-quality sample datas are available.

Open source data mining tool offers powerful techniques for automatically classifying
documents. These techniques are predicated on the hypothesis that documents in different
categories distinguish themselves by features of the natural language contained in each do c um e
nt. Salient features for document classificationmay include word structure , word frequency, and
natural language structure in e ach document.

Text categorization (TC) is one of the important tasks in information retrieval. The problemof
TC has been active for four decades, and recently attracted many researchers due to the
large amount of documents available on the World Wide Web, in emails and in digital
libraries. According to (Alsaleem, 2010) described Automated TC involves assigning text
documents in a test data collection toone or more of the pre-defined classes/categories basedon
their content. Unlike manual classification, which consumes time and requires high accuracy,
automated TC makes the classification process fast and moreefficient since it automatically
categorizes documents.

The goal of TC task is to assign class labels to unlabeled text documents from a fixed number of
known categories. Each document can be in multiple, exactly one, or no category at all.
The large availability of online text documents have provided us a very large amount of
information. This available information must be organized systematically for its proper
utilization. Systematic organization of information facilitates ease of storage, searching,
and retrieval of relevant text content for needy application (Tang, 2009). The Text
Classification is an important technique for organizing text documents into classes

(Maribor, 2007). Automatic Text classification is attractive research area because it relives
2



the organizations from the need of manually organizing document bases, which is not only

expensive, time consuming but also error prone (Sebastiani, 2002).

1.2 Statement of the problem.

Automatic text categorization is concerned with the assignment of documents to predefined
categories and has been successfully applied in many areas that involve the organization, filing,
filtering or routing of documents. These tasks are part of our everyday lives and can be applied to
many contexts such as, assigning patents, advertisements or library books into categories,
assigning webpages to directories or filtering spam. With the growing of Afan Oromo News text
user also wants better browsing and retrieving mechanismsand good quality orclassifying Afan
Oromo text news.

A manual method of classification leads to vast consumptionof time, manpower, low qualities
(high error made) and productivity. With the creation of large volumes of Afan Oromo news
text in electronic form,handling huge amount of data in manual classification system is
difficult and has some limitations such as; increase costs by hiring additional human
resources,has a very low performance, and will also decreases quality. Data mining applications
such as text classification, information retrieval and information extraction are believed to
perform this action automatically and manual classification system is no longer required as the
machine takes over the classification task and addresses the limitations of manual.

In order to make easy access and timely information, news items should be organized in
systematic manner. The greater our ability to storeinformation, the more attention must be paid
to the problem of organizing and retrieving it. Traditionally, human experts are engaged in
classifying news items manually into their predefined classes. Surafel (1995) reported, automatic

text classification systems have proven to be just as accurate, correctly categorizing over 90% of



the news stories. They are also far faster and moreconsistent, so there has been a switch from
manual to automated systems (Surafel, 1995).

More than 80 languages are spoken in Ethiopia. Afan Oromo is the working language for Oromia
region. It is the most used languages in electronic form and for electronic media communication
purposes in the region, the country and other places in the world. According to (Chen, 2003),
information retrieval has attracted significant attention on the part of researchers in information
and computer science over the past few decades. In the 1980s knowledge-based techniques also
made an impressive contribution to “intelligent” information retrieval and indexing. More
recently, researchers have turned to other newer artificial-intelligence based inductive learning
techniques, i.e., machine learning. Text categorization, which is also found to be good in IR, is
amenable to machine learning techniques where IR is not (Russel and Norvig, 1995).

Automatic text categorization attempts to replace and save human effort required in performing
manual categorization. It consists of assigning and labeling documents using a set of pre-defined
categories based on document contents. As Yang stated, automatic text categorization has been
used in search engines, digital library systems, and document management systems (Yang,
1999). Such applications have included electronic email filtering, newsgroups classification, and
survey data grouping. Rachidi for instance uses automatic categorization to provide similar
documents feature (Rachidi et al., 2003).

Currently ORTO is using manual classification for categorizing news articles. As mentioned
above the manual classification system is time consuming, has low quality, costly and
inconsistent. In contrast the automatic document clustering or categorization via application of
data miningtools and techniques is believed to be solution for the mentioned problems and also
add many values to information retrieval systems which are vital for the speakers and the user of
the language. Therefore, one of the primary objectives of automatic Afan Oromo text

categorization is for the enhancement and the support of information retrieval tasks to tackle
4



problems, such as information filtering and routing, clustering of related documents, and the
classification of documents into pre-specified subject themes as followed in this research.
Accordingly, in this research,NB, SMO and J48 classifier which are machine learning text
classification approach,areappliedfor learning and testingthe Afan Oromo News text documents

to suggest the best one.

1.3 Objective of the study

The general and specific objectives of the study are presented as follows:

1.3.1 General objective
The general objective of the study is to adapt and apply NB, SMO support vector and J48
decision tree classifier for automatic text categorization of Afan Oromo News text (AONT) to

provide comparative result and recommend the best.

1.3.2 Specific objective
The specific objectives of this study are the following:
a) To collect, prepare, and preprocess news items suitable for automatic classification.
b) To adapt NB, SMO support vector and J48 decision tree classifier into Afan Oromo
News Text (AONT) for categorization of Afan Oromo.
c) To train and testAONT by NB, SMO and J48 classifier algorithm.
d) To measureand report the performance of theclassifiers.
e) To examine the feasibility of NB, SMO and J48 classifier algorithm on AONT.
f) To compare the classifiersin terms performance and time to build a model and finally

draw conclusions.



1.4 significance of the study
The primary goal of this study is to demonstrate the feasibility of categorizing Afan
Oromo news text using NB, SMO and J48 classifier technique.
Automatic text categorization can also help Afan Oromo language speakers and users in tackling
of information overloads by over viewing of the document set that were concisely classified by
their likeliness of the text contents and subject dealt within the documents; fast access to
relevant document with clearly labeled documents which enhance information retrieval. Using
such applications users are allowed to look in only to the subject they want and get the
documents they need easily and ignore/skip the irrelevant once. This decreases the time required
to acquire the relevant documentsonly.
Text categorization (TC) of newspapers can be organized into their associated predefined
categories and help organization of the documents.
In News text, classification appears under certain categories such as Sport, Education, Art,
Culture, Politics etc. as a result of this research automatic techniques are employed to relieve the
pressure and time-consuming activity of manual classification. Text categorization, either
automatic or semi-automatic, can lead to vast improvements in productivity including savings in

terms of time and human effort.

1.5 Scope and limitation of the study
This study, focus on the automatic document classification for Afan Oromo News text. Therefore
thisinvestigation deals with Afan Oromo News text documents only. Put differently, this research
doesn’t involve in developing classification algorithm in other domains i.e. it is only restricted to
news documents only. This comparative study is conducted only on three selected algorithms:

Naive Bayesian (NB), SMO and J48 classifier algorithms.



1.6 Organization of the Thesis

This thesis is organized in five chapters. The first chapter contains introduction of text
classification and background of the text classification, statement of the problem, objective of
this study, the significance of research and scope and limitation of the study is included and
discussed.

Chapter two is literature review. This chapter discusses formal definition of text categorization
and different literatures reviewed on basic concepts of automatic text classification, the
application area of text categorization and text categorization steps are reviewed and discussed.
Chapter three is methodology part of this research. This chapter discusses how the data sets
collected and the preprocessing steps developed and applied to make the data sets appropriate
and ready for classification task is described in this chapter. Discusses steps and how classifiers
algorithm used in this study works and finally the tools used to implement classification is
discussed.

Chapter Four discusses about implementation and experiment. This section discusses about the
implementation of methods proposed in chapter three. The implementation of the classifiers and
the result is discussed. Comparison between the classifiers used in this study is discussed and
show in tabular and figure form.

Chapter five is the last chapter of this study, discusses conclusion drawn from the study and

finally recommendation is described.



CHAPTER TWO

2. LITERATURE REVIEW

The focus in this study is evaluating and optimizing machine learning techniques for Afan
Oromo News text categorization. Please also note that the use of machine learning for text
categorization is well understood and is exploited in many languages. This section briefly
describes the pertinent of this research and the technology that could be applied to automate

Afan Oromo News text classification.

2.1 Formal Definition of Text Categorization

Text classification (TC — also known as text categorization, or topic spotting) is the task
of automatically sorting a set of documents into categories (or classes, or topics) from a
predefined set of labels (Feldman and Sanger, 2007; Hill and Lewicki, 2007 ). Texts are
assigned to categories based on a likelihood or confidence score that is suggested by a training
set of labeled documents corresponding to each category in the assignment. This confidence
ranges between either {0,1} or { -1,1} and in order to arrive at a yes/no decision or a
plus/minus figure for the inclusion/exclusion of a document in a category, the confidence score
must be mapped onto one of the Boolean values {0,1} or one of {—1,1} using thresholds (Edel,
2004).

According to Sebastini defined Text Categorization is the task of assigning a Boolean value to
each pair (dj, ci) € D X C, where D is a domain of documents and C = (Cy,...,cc)) IS a set of
predefined categories. A value of T assigned to (d;, Ci) indicates a decision to file d j under ¢
i;while a value of F indicates a decision not to file d; under ¢; . More formally, the task is to
approximate the unknown target function B: D x C - {T, F} (that describes how documents

ought to be classified) by means of a function a: D x C > {T, F} called the classifier (rule,or
8



hypothesis,or model) such that f and a “coincide as much as possible.” How to precisely define
and measure this coincidence called effectiveness (Sebstiani, 2002).

As Durgaand Venu said the main aim of text categorization is the classification of documents
into a fixed number of pre-determined categories. Every document will be either in multiple, or
single, or no category at all. Utilizing machine learning, the main purpose is to learn classifiers
through instances which perform the category assignments automatically. This is a monitored
learning problem. Avoiding the overlapping of categories is considered as a isolated binary
classification problem (Durga and Venu, 2012).

According to Sarasevic categorizing of text is relying only on endogenous knowledge means
classifying a document based solely on its semantics, and given that the semantics of a document
is a subjective notion, this follows that the membership of a document in a category cannot be
decided deterministically (Saracevic, 1975).

As Sebastianiaffirmed, in real world when two human experts decide whether to classify
document d j under category c; , they may disagree, and this in fact happens with relatively high
frequency. For instance news article on Clinton attending Dizzy Gillespie’s funeral could be filed
under Politics, or under Jazz,or under both, or even under neither, depending on the subjective

judgment of the expert (Sebastiani, 2002).

2.1.1 Single-Label versus Multi-label Text Categorization
Depending on the application, there might be different constraints that enforce a given document
to be categorized under a given category. A single-label or non-overlapping category
happenswhen a given document assigned under only one category. Multi-label or overlapping
categories case happen when a given document is assigned under two or more than two category

at the same time (Sebastiani, 2002).



2.1.2 Category-Pivoted Versus Document-Pivoted Text Categorization

There are two different ways of using a text classifier. Given d j € D, we might want to find all
the ¢; € C under which it should be filed (document-pivoted categorization—DPC); alternatively,
given ¢; € C, we might want to find all the d j € D that should be filed under it (category-pivoted
categorization—CPC). This distinction is more pragmatic than conceptual, but is important since
the sets Cand Dmight not be available in their entirety right from the start.

DPC is thus suitable when documents become available at different moments in time, e.g., in
filtering e-mail. CPC is instead suitable when (i) a new category ¢ +1 may be added to an
existing set C={cu,...,ci} after a number of documents have already been classified under C, and

(i) these documents need to be re-considered for classification under ¢ ¢+1 (Sebstiani, 2002).

2.1.3 “Hard” Categorization versus Ranking Categorization
While a complete automation of the TC task requires a True or False decision for each pair (d;,
Ci), a partial automation of this process might have different requirements. For instance, given
d;e D a system might simply rank the categories in C = {cs,...,Ci} according to their estimated
appropriateness to d;, without taking any hard decision on any of them. Such a ranked list would
be of great help to a human expert in charge of taking the final decision, since she/he could thus
restrict the choice to the category (or categories) at the top of the list, rather than having to
examine the entire set. Alternatively, given cie C a system might simply rank the documents in
D according to their estimated appropriateness to cj; symmetrically, for classification under ci a
human expert would just examine the top-ranked documents instead of the entire document set.
These two modalities are sometimes called category-ranking TC and document-ranking TC
(Yang 1999), respectively, and are the counterparts of DPC (document pivoted categorization) a
given document is to be assigned category label(s) and CPC (category pivoted categorization) in

which all documents that belong to a given category must be identified.
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Regarding to semi automatedLarkey and Croft reported that “interactive" classification systems
are useful especially in critical applications in which the effectiveness of a fully automated
system may be expected to be significantly lower than that of a human expert(Larkey and Croft,
1996). This may be the case in which the quality of the training data is low, or when the training
documents cannot be trusted to be a representative sample of the unseen documents that are to

come, so that the results of a completely automatic classier could not be trusted completely.

2.2 Basic Concepts of Automatic Text Classification

TC is the classification of documents into a fixed number of pre-defined categories in which
each document can be in multiple, exactly one, or no category at all. Generally, TC task goes
through three main steps: Text pre-processing, text classification and evaluation. Text pre-
processing phase is to make the text documents suitable to train the classifier. Then, the classifier
is constructed and adjusted using a learning technique against the training data set. Finally, the
classifier gets evaluation by some evaluation measurements i.e. recall, precision, F1-maesure etc.
Every language involves its own specific structures which is also the case for Afan Oromo. Afan
Oromo (AO) has its own grammatical structures such as subject verbs or object orders and
agreements, morphological information, etc. which makes it different from other languages like
English. This all contribute to the requirement of specific classification algorithms considering
the language unique features.

TC is one of fundamental tasks of text mining in analyzing complex and unstructured data which
is concerned about ‘assigning of natural language texts to one or more predefined category based
on their content (Dumais, 1998). The concept of text classification has been firstly
anticipated in early sixties and it focused on indexing scientific journals using the
vocabulary(Feldman, 2007). Latterly, this research field has got more interest due to the fast

growth of online documents that holds important and useful knowledge. Therefore,
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automatic text classification has turned into one of key domains for organizing and
handling textual data Currently, there are many applications that are based on the text
categorization including: document filtering, spam filtering, automatic metadata generation,
classifying web resources under hierarchical catalogues and others (Sebastiani, 2002).

As Lan described text categorization is a long-term research topic which was been actively
studied in the communities of Web data mining, information retrieval and statistical learning
(Lan, 2005). In the past decade, a number of statistical learning techniques have been applied to
text categorization including the k Nearest Neighbor (KNN) approaches, decision trees, Bayesian
classifiers, inductive rule learning neural networks and support vector machines (SVM)(Cohen,
1995).

Text categorization (TC) is the task in which texts are categorized into predefined
categories based on their contents (Sebastiani, 2002). For example, if texts are represented
as a research paper, categories may represent “Computer Science”, ‘“Mathematics”,
“Medicine”, etc. The task of TC has various applications such as automatic email classification,
web-page categorization and indexing (Feldman, 2007). These applications are becoming
increasingly important in today’s information-oriented society especially with the rapid growth
of online information, and therefore TC has become one of the key areas for handling and
organizing textual data. As mentioned earlier, the goal of TC is the classification of documents
into a fixed number of pre-defined categories in which each document can be in multiple, exactly

one, or no category at all.

2.3 Applications of the Text Categorization

TC goes back to Maron’s (1961) seminal work on probabilistic text classification. Since then, it
has been used for a number of different applications (sebastiani, 2002). The assigning of

documents to predefined categories is a task that is required in many domains on an
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everyday basis, such as the labeling of library books or the assignment of patents into
associated categories. Until the introduction of automatic solutions, such work has been carried
out manually. PubMed1, a service of the National Library of Medicine providing access to over
12 million MEDLINE citations and additional life science journals, spends huge amounts of

money each year on human indexers (Edel, 2004).

2.3.1 Automatic Indexing for Boolean Information Retrieval Systems
The application that has spawned most of the premature researches in the field (Borko and
Bernick 1963; Field 1975; Gray and Harley 1971; Heaps 1973; Maron 1961) is that of automatic
document indexing for IR systems relying on a controlled dictionary, the most prominent
example of which is Boolean systems. In these latter each document is assigned one or more key
words or key phrases describing its content, where these key words and key phrases belong to a
finite set called controlled dictionary, often consisting of a thematic hierarchical thesaurus (e.g.,
the NASA thesaurus for the aerospace discipline, or the MESH thesaurus for medicine).
Usually, this assignment is performed by trained human indexers, and is thus an extremely costly
activity. If the entries in the thesaurus are viewed as categories, document indexing becomes an
instance of the document categorization task, and may thus be addressed by the automatic
techniques described in this thesis. Note that in this case a typical constraint may be that k1 x k2
keywords are assigned to each document, for given k1, k2. Document-pivoted categorization
might typically be the best option, so that new documents may be classified as they become
available (Addis, 2010; Sebastiani, 2002).
Automatic indexing with controlled dictionaries is closely related to automated metadata
generation. In digital libraries, one is usually interested in tagging documents by metadata that
describes them under a variety of aspects (e.g., creation date, document type or format,

availability, etc.). Some of this metadata is thematic, that is, its role is to describe the semantics
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of the document by means of bibliographic codes, key words or key phrases. The generation of
this metadata may thus be viewed as a problem of document indexing with controlled dictionary,

and thus tackled by means of TC techniques (Sebastiani, 2002).

2.3.2 Document Organization

Indexing with a controlled vocabulary is an instance of the general problem of document
base organization. In general, many other issues pertaining to document organization and filing,
be it for purposes of personal organization or structuring of a corporate document base,
may be addressed by TC techniques. For instance, at the offices of a newspaper incoming
“classified” ads must be, prior to publication, categorized under categories such as Sport,
Agriculture, politics, economy, etc.

Most newspapers would handle this application manually those dealing with a high daily number
of classified ads might prefer an automatic categorization system to choose the most suitable
category for a given ad,other possible applications are the organization of patents into
categories for making their search easier, the automatic filing of newspaper or news stories
under the appropriate sections (e.g., Politics, Home News, Lifestyles, etc.), or the automatic
grouping of conference papers into sessions or case summaries may be put based on a sort of
case classification (Zhang &Oles, 2000; Sebastiani, 2002). According to Yang and Liu reported
topic spotting for newswire stories is one of the most commonly investigated applications

domains of TC (YYang and Liu, 1999).

2.3.3 Document Filtering
Document filtering is the activity of classifying a stream of incoming documents dispatched in an
asynchronous way by an information producer to an informationconsumer (Belkin and Croft,
1992). A typical case is a newsfeed, where the producer is a news agency and the consumer is a

newspaper (Hayes et al., 1990). In this case, the filtering system should block the delivery of the
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documents the consumer is likely not interested in (e.g., all news not concerning sports, in the
case of a sports newspaper). Filtering can be seen as a case of single-label TC, that is, the
classification of incoming documents into two disjoint categories, the relevant and the irrelevant.
Additionally,a filtering system may also further classify the documents deemed relevant to the
consumer into thematic categories; in the example above, all articles about sports should be
further classified according to which sport they deal with, so as to allow journalists specialized in
individual sports to access only documents of prospective interest for them. Similarly, an e-mail
filter might be trained to discard “junk” mail (Androutsopoulos et al., 2000; Drucker et al., 1999)
and further classify non-junk mail into topical categories of interest to the user.

A document filtering system may be installed at the producer end, in which case its role is to
route the information to the interested consumers only, or at the consumer end, in which case its
role is to block the delivery of information deemed uninteresting to the user. In the former case
the system has to build and update a “profile” for each consumer it serves (Liddy et al., 1994),
where as in the latter case a single profile is needed. A profile may be initially specified by the
user, thereby resembling a standing IR query, and is usually updated by the system by using
feedback information provided by the user on the relevance or non-relevance of the delivered

messages.

2.3.4 Word sense disambiguation
Word sense disambiguation (WSD) refers to the activity of finding, given the occurrence in a
text of an ambiguous (i.e., polynyeous or homonymous) word, the sense this particular word
occurrence has. WSD is very important for many applications, including natural language
processing, andindexing documents by word senses ratherthan by words for IR purposes. WSD

may be seen as a TC task (Gale et al., 1993; Escudero et al., 2000) once we view word
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occurrence contexts as documents and word senses as categories. Quite obviously, this is a
single-label TC case, and one in which document-pivoted TC is usually the right choice.

WSD is just an example of the more general issue of resolving natural language ambiguities, one
of the most important problems in computational linguistics. Other examples, which may all be
tackled by means of TC techniques along the lines discussed for WSD, are context-sensitive
spelling correction, prepositional phrase attachment, part of speech tagging, and word choice

selection in machine translation (Addis, 2010; sebastiani, 2002).

2.4 Some Text Classifier Techniques
There are many machine learning text classifiers available. This study is conducted by using
three popular text classifiers (NB, SMO and J48). There are also other well known classifiers

techniques are presented as follow:

2.4.1 k-Nearest Neighbors (kNN)
kNNassigns a new test document X to the class that the majority of the k close neighbors to X
belongs. According to Mitchell said theclassifier is robust to noiseand quite effective for a large
set of training documents (Mitchell, 1997). A major problem involved in the kNN classifier is the
"curse of dimensionality”. With high dimensional data, the Euclidean distance becomes
meaningless and the KNN performs poorly (Surafel, 2003 and Hand, et al 2001). Furthermore,
KNN is considered a lazy classifier, since it does not build a model for the training dataand
requires more time for classifying objects when a large number of training examples are given.
Therefore, nearly all computations take place at the testing time rather than the training time.
Therefore, kNN is very in-efficient in terms of both the computational power, and the storage
(Yang, et al 1999 and Mitchell, 1997). Another problem of KNN is in choosing k value (Surafel,

2003).
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2.4.2 Support Vector Machines (SVM)
A Support Vector Machine is a supervised classification algorithm that has been extensively and
successfully used for text classification task first applied by Joachims (Joachims, 2002). When
learning text classifiers, one has to deal with large number of features. Since SVM use over
fitting protection, which does not necessarily depend on the number of features, they have the
potential to handle these large feature spaces.However SVM is very time consuming because of
more parameters and requires more computation time (Yang, et al 2003).Additionally it suffers
from the problem of model parameters where a large number of parameters have to be set in

order to provide the optimal solution to a specific problem (Abe, 2005).

2.4.3 Neural Network (NNet)
NNet is a network of units, where the input units represent features and the output units
represents the category of interest. According to Zurada described the edges connecting the units
represent the relations among these units (Zurada, 1992). A basic strength of NNet is its ability to
generalize any continuous function. On the other hand, it is very hard to interpret the NNet, or
determine why it takes a specific decision. The weakness of NNet is being very slow.
Additionally, it’s converge time depends on the network initial conditions (Warner and Misra,
1996). NNets are also affected by the presence of outliers in the training set, since they use the

sum-of-square errors, and the problem of the local minima (Abe, 2005).

2.4.4 Rocchio Algorithm
As William and Yoram reported the advantages of algorithm are easy to implement, efficient in
computation, fast learner and have relevance feedback mechanism but its weakness is low

classification accuracy(William and Yoram, 1999).
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2.4.5 Naive Bayes Algorithm
Naive Bayes classifier is a simple probabilistic classifier based on applying Baye’s Theorem
with strong independence assumptions. This algorithm computes the posterior probability of the
document belongs to different classes and it assigns document to the class with the highest
posterior probability. This probability model would be independent feature model so that the
present of one feature does not affect other features in classification tasks (Irina, 2001). Due to
NB classifier’s efficiency, simplicity and also has an advantage, that it requires a small
amount of training data to estimate the parameters (means and variances of the variables)
necessary for classification, it was implemented in various TC areas including (Surafel, 2003;

Duda, eta al 2001; Zhang, 2004; Caruana and Niculescu-Mizil, 2006; Han and Kamber, 2006).

2.4.6 J48 Decision tree
J48 builds decision trees from a set of training data, using the concept of information entropy.
J48 uses the fact that each attribute of the data can be used to make a decision that splits the data
into smaller subsets. Decision tree learning is a way of learning that is used by placing the
knowledge in the form of a decision tree. It is used to categorize the types of examples which
may come in negative or positive forms. In addition, we can insert more than two types of
examples, that is, instead of just positive and negative examples, we can have many other types
of examples as well (Wongpun and Srivihok, 2008). Decision tree models are widely used in
machine learning and data mining, since they can be easily converted into a set of humanly

readable if-then rules (Last et al, 2008).
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2.6 Text Classification Steps

2.6.1 Preprocessing and Document Indexing
Preprocessing is the step of mapping the textual content of a document into a logical view which
can be processed by classification algorithms. A general approach in obtaining the logical view
is to extract meaningful units (lexical semantics) of a text and rules for the combination of these
units (lexical composition) with respect to language. The lexical composition is actually based on
linguistic and morphological analysis and is a rather complex approach for preprocessing.

Therefore, the problem of lexical composition is usually disregarded in text classification.

2.6.1.1 Removal of Stop Words

Before a document is indexed, the normal procedure in information retrieval and in text
classification is to remove stop words. Stop words comprise those words which are neutral
to the topic of the document (or query in information retrieval) and would therefore
generally contribute very little to the classification of a document. They are often defined
by a stop words and include articles, prepositions, conjunctions, pronouns and some high-
frequency occurring words. This technique is always performed in IR so as to reduce the
number of index terms in a document, to enhance computational efficiency and to minimize the
amount of superfluous information in the term space prepositions, conjunctions etc. do not
provide information about a document or help in discerning to which category a document
belongs.

Many systems use the same generic stoplists consisting of between 300 and 400 words for
English. However, research has been conducted into the generation of domain-specific stoplists

by (Yang and Wilbur, 1996). Such stoplists are typically much larger than the average domain-
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independent stoplists so as to make the scaling of categorization systems more tractable
when applied to large amounts of data.
Stop words are not removed in experiments using syntactic information to represent the text,

for example (Lewis 1992), Chandrasekar and Srinivas (1997).

2.6.1.2 Document Representation

Text categorization refers to the automatic labeling of documents based on the nature of the
contained text. In order to label documents, systems must first be given access to each document,
and the document must be represented by the system in some way (Sable, 2003). Tobuild a
classifier model for text categorization using machine learning technique the first step is to
generate a representation of each document.All algorithm