JIMMA UNIVERSITY
JIMMA INSTITUTE OF TECHNOLOGY
SCHOOL OF COMPUTING
DEPARTMENT OF INFORMATION TECHNOLOGY

(GRADUATE PROGRAM)

CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION FOR
AMHARIC TEXT

MOHAMMED NURU

APRIL 2016
JIMMA UNIVERSITY



CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION FOR
AMHARIC TEXT

MOHAMMED NURU

A Thesis Presented to the Department of Information

Technology

(Graduate Program)

In Partial Fulfillment of the Requirements for the Degree

of Master of Science in Information Technology

APRIL 2016
JIMMA UNIVERSITY
JIMMA, ETHIOPIA



JIMMA UNIVERSITY
JIMMA INSTITUTE OF TECHNOLOGY
SCHOOL OF COMPUTING
DEPARTMENT OF INFORMATION TECHNOLOGY

(GRADUATE PROGRAM)

CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION FOR
AMHARIC TEXT

BY

MOHAMMED NURU

Approved by the Examining Board:

Principal Advisor Signature

Debela Tesfaye

Co-advisor Signature
Seid Yesuf
External Examiner Signature
Dr. Fekade
Internal Examiner Signature

Teferi Kebebewu




Dedication

This thesis work is dedicated to my parents, without whom, after the blessings of Allah, not all
this would be possible.




Acknowledgements

| would like to thank many people that have involved themselves for the successful
completion of my Master’s Degree. Among these, | am very much indebted to Debela Tesfaye,
my advisor, who has been giving me considerable support for my research work and without
whom this paper would not have been completed. My thanks also go to Ato Seid Yesuf, my co-

advisor, for his invaluable information.

This thesis work has benefited extensively from both the data collectors (i.e. Birhan, Meka,
Solomon, Brhane and Yimer) and advised me (i.e. Mezmir and Hussein), staffs at Debere Berhan
University. In addition, | thank Walta Information Center Agencies for providing access to the
unannotated news corpus, and for discussion. | also want to thank my friends in Information
Technology, and Computer Networking Departments, such as Imam N., Seid H., and Abdulkadir

for their time, helped and friendship during the past two years.

Last, but not least, my thanks also go to Jimma University for its financial support to
conduct this research.

ii



List of Acronyms

CSSAC-Context-sensitive Sentence Auto-completion
IR— Information Retrieval

IPA-International Phonetic Alphabet

MLE —Maximum Likelihood Estimate

NLP- Natural Language Processing

POS — Part of Speech

QAC- Query auto-completion

QEM- Query expansion method

SLM- Statistical language model

T9 — Text on 9 keys

TF-IDF- term frequency with inverse document frequency
UKN-Unknown Word

iii



Table of Contents

DE D I AT ION . e s nnnnn |
ACKNOW LED GEMENTS ..ot ennnn 1
LIST OF ACRONY IS .ottt taaeaeas e essaaassaetsseesseeseseesessssssssensseesssesesennsnnnnnnnnnes 11
LIST OF FIGURES ......ooooeeeeeeeeeeeee ettt ettt e e te et et st e te e es s e sneseeeesesenennnnnnnnnnen VI
LIST OF TABLES ...t et e e e e e e e e e e e e e e e e e e e e e eeeneeneneeenennnens VI
A B S T R A C T ettt ettt n e nnnnnnnnnns IX
CHAPTER ONE ..o, 1
INTRODU CTION . ..o 1
1.1 BACKGROUND OF THE STUDY . .eeeeettueeeeeeeeeeeeeee e e e e e et eeeeeeeaaaaeeeeeseeenaaaseseeeeeesnnnaaseseeereeennnns 1
1.2 STATEMENT OF THE PROBLEM ...ceevttuette e e et eeeeeee e et e e et e e teeaa e e e e e e e e eeeeaeeeeeeeeeeennnaaseeeeereeennnnn 3
1.3 OBIECTIVES OF THE STUDY iiiei i e e i e ettt ettt ettt et e ettt ettt 5
Yoo = e = 1 TS U] 0) 2 6
1.5 METHODOLOGY OF THE STUDY eeetttuetee e e e eeeeteee e e e e e et ee e teeaaaeeeeeeeeeeeaeaeeeeeeeeennnaaseseeeeeeennnnnns 6
1.5.1 Review Of Related LITBIratUre . ....cccoeeeee oo 6
1.5.2 Implementation TOOIS.........coiiiiiieie e 6
ST I T 1= ] 1] ] SO SRRSO 6

1.6 SIGNIFICANCE OF THE STUDY ..teeeeetee e e e e et eeee e et e e et e e e teeaaeeeeeeeeeee e aeseeeeeeeeennnaaseeeeereeennnnnns 7
1.7 ORGANIZATION OF THE THESIS. ceeeeutue e et e e eeeeeeeee e e e e e et et e teeaaeeeeeeeeeee i aaeeeeeeeeeeennnaeseeeeereeennnnnns 7
CHAPTER T WO oo, 8
REVIEW OF RELATED LITERATURE ....oooo e eeeeaeeeeeeenenenennnees 8
2.1 SOME LINGUISTIC CHARACTERISTICS OF AMHARIC LANGUAGE ... e et 8
2.1.1 Amharic Language and its Writing StYIS.........cccovviiiriiieiiiieeeee e 8
2.1.2The AMNAriC CharaClerS . .....coov oo, 9
2.1.3 The AMNAric SYNtAX STFUCTUIE .......ooivieiie ettt 9

2.2 TEXT PREDICTION ENTRY TECHNIQUES ......coeiiieieeeeeee ettt 11
2.3 PREDICTION SYSTEMS ...ueiititeeeee e e e e e ettt eeeaeeeeeeeee et aasseeeeereenneaasseeeeeeeestnaaaseeeeeeeenrnaaaeeeees 12

iv



2.3.1 Adding Semantic INFOrMation ...........cccveiiiiiiieie e 16

2.4 RELATED WORKS ....cvtiteuiattstestesiatesteseeseatesteseesessessesessessessaseasessessasessessasessessessasessesenssasessenes 17
2.4.1 Text Auto-completion for the English Language .........ccovereririniniieieiee e 17
2.4.1.1 Query AUtO-COMPIETION .......oviiiiiiiiiesieee e s 17
2.4.1.2 Sentence COMPIELION .......oivieie et 18

2.4.2 Text Input Methods for the AmMharic Language ..........cocvevereeieeieseesie e 19
CHAPTER THREE ... .ottt snae e enae e e 22
METHODOLOGY OF THE STUDY ...ttt 22
3.1 DATA PREPARATION. ...c.veutetiitetesiattsteseeseasessestesessessaseasessessessssessessasessessesessessessasessessessasessenes 22
TN 8 T I - U T[0T PSR 22
TR T IS T PSSR 24

3.2 DESIGN OF CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION ...ccitviiiieiiieiiee e siee e 25
3.2.1 Distance-Similarity-Sentence Auto-completion Method ............cccoovevveiiic e, 26
3.2.2 Probabilistic Part-of-Speech Tag Method .............cocooiveiiiiiic i 31
3.2.2.1 Probability EStIMALION .......cooiiiiieieie e 36
3.2.2.2 Language MO .........ooiiiiieieieee e 36
3.2.2.3 Maximum Likelihood EStIMALtION ..........ccccueiiiiieiiieie e 37

3.2.3 TF-IDF Sentence Auto-completion Method.............ccoeiveiiiciicic e 37
3.2.4 Hybrid Sentence Auto-Completion Method............ccooviiiiiiiiiiiecee 41
3.2.4.1 The Hybrid Sentence Auto-completion Algorithm..........c.ccocviiiiiiiiine 43
CHAPTER FOUR ..ottt ettt s bt ne st 47
IMPLEMENTATION, EXPERIMENTATION AND EVALUATION ....cccooceiviiiiieiiiens 47
4.1 IMPLEMENTATION L.uttiiiutteeeutteeatteeesitee et e ettt ettt e e be e e s ats e e anbe e e ambe e e anbe e e embe e e amb e e e anb e e e nnbeeennnee e e 47
4.1.1 Tools Used and the Development ENVIFONMENT.........ccoveiiieiiiininieice e 47
4.1.2 USEE INTEITACE ...ttt 48

4.2 EXPERIMENTATION OF THE STUDY ..eeuttiitieitieittiesteeateesiee bt esieessseesieeasbeesseesnsesssnesseessneaneens 50
4.2.1 Evaluation of the MethOdS...........ccviiiiieice e 50
4.2.4 Result of the EXPErIMENT ..o 51
4.2.4.1 Results of distance-similarity-sentence auto-completion ...........cccceeevevieiiieevinenn, 52




4.2.4.2 Results of Probabilistic POS Sentence Auto-completion.........c.cccceevvvvevvececnene. 53

4.2.4.3 Results of tf-idf Similarity Sentence Auto-completion ............ccccovevvvieivccieinene. 54
4.2.4.4 Results of Hybrid Sentence Auto-COMPIELIoN ...........cccooeviiiiiniiieiesee e 54

4.3 DISCUSSION ....ttitetee ettt et ettt etttk et ebe e st e ek e e e st e e ehe e e s b e e be e esb e e abe e enbe e beeenbeenbeeanbeenbeeanneea 59
4.3.1 Discussion on the Result of Distance-Based-Sentence Auto-completion.................... 59

4.3.2 Discussion on the Result of Part-of-Speech Tag-Based-Sentence Auto-completion... 59

4.3.3 Discussion on the Result of TF-IDF Similarity-Based Sentence Auto-completion..... 60
4.3.4 Discussion on the Result of Hybrid Sentence Auto-completion ... 60
CHAPTER FIVE .. oo 63
CONCLUSION AND RECOMMENDATION ...cooo oo 63
T 00 ] N (ol MU K] o] N IR 63
5.2 CONTRIBUTION OF THE STUDY rutueiteeiteeeeeeeee e e e e e e eeeteaaeee e e e e e e eeaaaseeeeeeeeetaaaseeeeeeeeernaaaeeees 64
B.3LIMITATION OF THE STUDY . ooiiieieeeeeeeee et 65
5.4 RECOMMENDATION . ..eeeeeeeeeeee e 65
REFERENGCES. ...ttt sennesennnnnnnen 67
AP P EINDE X A oottt s tn et tn ettt e et e et ettt ettt ittt ettt ittt ittt nnnnnnnnnnnnnnnnens 73
CORPUS SAMPLE IN P A oottt et e e ettt ettt e e e e e e eetee e e et eeeeeses st e s eeeeeeeesbraanreees 73
AMHARIC LANGUAGE WITHOUT TRANLSLATED ..etttettttuieteeeteeesstsnssseesseessssnnssssesseessssnseesesseeens 76
AAPENDEX € ..ottt e s s e e e e s e e et et e et e e e e et nnnnnnnnnnnnnnnnnnens 79
SAMPLE OF THE PROTOTY PE CODE....uui it eeteeeeeeeeae e e e e e ee et teaaseeeeeeeeeeneaaaeeeeeeeeeetaaaseeeeeeeeenaaneeeees 79
DE C L AR A T ION . L.ttt ettt nennnnnneen 85

vi



List of Figures

FIGURE 2.1: RUSSIAN, JAPANNESE, HINDI AND ENGLISH LANGUAGE SURFACE STRUCTURES

(010 ot =il 72| | OSSPSR 10
FIGURE 2. 2: INVERTED INDEX STRUCTURE OVER THE DATA (SOURCE: GRABSKI AND SCHEFFER

[26]) ettt Re e Re e e rt et et e tenrentenreares 19
FIGURE 3. 1: TRAINING DATA SET PREPARATION STEPS ....cuviitieiveeiesieesreessesseesseasesseesseessesseessesnsens 24
FIGURE 3. 2. DISTANCE-SENTENCE-SIMILARITY AUTO-COMPLETION ARCHITECTURE..........0covvunne. 27
FIGURE 3. 3: ALGORITHM FOR DISTANCE SIMILARITY AUTO-COMPLETION .....cccvveiiieeiiieeesiieeenees 28
FIGURE 3. 4: STRING SIMILARITY SAMPLE OUTPUT ....ccuiiiuiiiiitiesieeiesteesteenessaesteesaesseesseenesseesseensens 29
FIGURE 3. 5: THIS PLOTS SHOW QUERY TERM VS. SENTENCE LENGTH VALUE .....cccivveiiieieiieesieenns 31
FIGURE 3. 6: PART-OF-SPEECH TAG-BASED AUTO-COMPLETION ARCHITECTURE ......ccccveeivveennnen. 33
FIGURE 3. 7: PROBABILISTIC PART-OF-SPEECH TAG ALGORITHM .....cuvteiiviieiiieesieeesieeesveessneeesnneas 35
FIGURE 3. 8: ARCHITECTURE OF TF-IDF SENTENCE AUTO-COMPLETION .....ociveiiieieiieeirieiesseesseennens 38
FIGURE 3. 9: ALGORITHMS THAT FIND DISTINCT SENTENCE LIST AND THEIR FREQUENCY ........... 40
FIGURE 3. 10: THIS PLOT FIGURE SHOWS HYBRID SENTENCE AUTO-COMPLETION.......cccceeevvveennnnen. 41

FIGURE 3. 11: SAMPLE OUTPUT SENTENCE SIMILARITY VS. USER INPUT STRING FOR EACH SYSTEM 44

FIGURE 3. 12: ALGORITHM OF HYBRID SENTENCE AUTO-COMPLETION ...vvuuieieeeieeeriiiinseseeeseeensnnnnns 45
FIGURE 4. 1: SCREEN SHOT OF SENTENCE AUTO-COMPLETION USER INTERFACE ......vvveeeeevevnnnnnn, 48
FIGURE 4. 2: SCREEN SHOT OF THE USER INPUT STRING .....ccvtttiieiiieeeieeetiiieieeeeeseeesssnssseessssessnnnnns 49
FIGURE 4. 3: SCREEN SHOT OF THE PREDICTED SENTENCE ...cvvtuteeeeeeeeeeeeeeeeeeeeeeeeeneeseeeeeeeeennnnnnns 50
FIGURE 4. 4: THIS PLOT SHOWS NUMBER OF INPUT VS. PRECISION VALUE ...cccvnveeiiie e 57

FIGURE 4. 5: THIS PIE CHART SHOWS THE SIGNIFICANCE OF DISTANCE SIMILARITY, POS TAG AND
TE-IDF IMETHODS ..eeettttee et e e e ettt e e e e e e e et e e et aeseeeeeseee s st seeeeeeeeess s seeeeeteenns s seeeeeseeenssnnaaeeeees 57
FIGURE 4. 6: THIS PIE CHART SHOWS THE CONTRIBUTION EACH METHOD TO A TOTAL ....ccovvv... 58

FIGURE 4. 7: THIS PIE CHART SHOWS THE SIGNIFICANCE OF ALL METHODS’ USED IN THIS STUDY58

vii


file:///E:/To%20be%20Presented/final/Mohammed%20Thesis(submit%20it).docx%23_Toc451678670
file:///E:/To%20be%20Presented/final/Mohammed%20Thesis(submit%20it).docx%23_Toc451678671
file:///E:/To%20be%20Presented/final/Mohammed%20Thesis(submit%20it).docx%23_Toc451678676
file:///E:/To%20be%20Presented/final/Mohammed%20Thesis(submit%20it).docx%23_Toc451678678
file:///E:/To%20be%20Presented/final/Mohammed%20Thesis(submit%20it).docx%23_Toc451678681

List of Tables

TABLE 3. 1: TOP DISTINCT SENTENCE LIST uttteiuttieiuuieesiteeasiuessssneesssseessnessseesssseessssesssssessssseessnesans 30
TABLE 3. 2: SAMPLE OF LIST OF SENTENCES WITH TAGS AND NUMBER OF WORDS IN EVERY

K] L = PR PPRTPTRRP 34
TABLE 3. 3: AUTO-COMPLETION SAMPLE OUTPUT EXAMPLES ....cciitvieiiiiesieeesieeesnreeesreessnneessnneeans 46
TABLE 4. 1: TEST RESULTS OF DISTANCE SIMILARITY AUTO-COMPLETION ....cvvivieiieiesiiesieesee e 52
TABLE 4. 2: TEST RESULTS OF PROBABILISTIC POS SENTENCE AUTO-COMPLETION .....ccecvvieeiiieenns 53
TABLE 4. 3: TEST RESULTS OF TF-IDF SIMILARITY SENTENCE AUTO-COMPLETION......ccvveeiuireniireenns 54
TABLE 4. 4: TEST RESULTS OF HYBRID SENTENCE AUTO-COMPLETION ......ciieiiitieiteeiesiiesieesre e 55
TABLE 4. 5: PRECISION RESULTS FOR EACH SYSTEM ...ecuviiuieiiiesiestiesieetesteesieeseesseesseesaesneesseesnesnnens 56

viii



Abstract

Sentence completion is an unsolvable problem in the area of Natural Language Processing and
Information Retrieval field of study. These-days, alertly increasing the number of electronic
device users, who need to perform writing reports, searching files on their large-scale datasets,
but have difficulty writing for different cases. Auto-completion is a general and specialized
application to solve such type of problems. The main objective of auto-completion is reducing
spelling error for poor spellers, keeping the syntactic structure of language, saving user’s
keystrokes, and the time and effort involved in typing. This paper presents a context-sensitive
sentence auto-completion of Amharic text using combining features learned from the part-of-
speech tagging to extract syntactic information and other features learned from frequencies,
which include calculating the distance, similarity and length between input word and the
possible recommendations using various techniques like tf-idf. This work completes the missed
part of a sentence. The goal is then, when the user inserts the portion of a sentence, the system

suggests the top five ranked sentences.

In general, the researcher has designed and implemented the prototype for three systems, such
as distance similarity, pos tag and tf-idf and the hybrid of them. Finally, the researcher has also
evaluated the performance of the systems, in four phases by preparing training and test set.
Thus, based on the observed errors the hybrid sentence auto-completion has able to reached
81.82% completion accuracy. Unfortunately, the performance of the prototypes i.e. distance
similarity, probabilistic part-of-speech tag information and tf-idf sentence auto-completion are
tested using different experiments within the same input. The probabilistic distance similarity,
part-of-speech tag information and tf-idf have achieved 21.21%, 31.82% and 80.03%,
individually and in the order already mentioned. Last, but not least, these methods rely on length,
tf-idf and syntactical information to predict the most likely sentences. To that end, this research
paper attempts to provide some recommendations that could bring about a change in the
performance of sentence auto-completion in the Amharic sentence construction in order that

current techniques of sentence completion could be employed from this time onwards.

Keywords: auto-completion, prediction, sentence auto-completion for Amharic text
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CHAPTER ONE

Introduction
1.1 Background of the Study

Languages are the most important things to transfer ideas and perceive the intended meaning of the
writer or the speaker because of shared opinions or values. Each language offers a rich and unique
insight into different ways of thoughts and lives as well as into the history of the myriad of cultures
and peoples across the world. A poster on a wall of Beijing Language and Cultural University
read, “If you talk to a man in a language he understands, that goes to his head. If you talk to him
in his own language, it goes to his heart [64].” However, people who have access to computers in
Africa tend to be educated in and socialized to some degree to use the official languages and thus
less likely to actively seek to use their first languages in electronic technologies. Those people who
use their first languages but not the official language tend to be not in a position to do much in this

area, even if they wanted to.

Ethiopia is a linguistically diversified country where more than 85 languages are being used in
day-to-day communications. Fundamentally, outsized spoken languages in Ethiopia are Amharic,
Oromifaa, and Tigrigna and many more [10, 16, and 60]. Of all these languages, only Amharic has
its own original scripts that inherited from Ge'ez and Saba. Even though, there are many languages
being spoken in Ethiopia, Amharic is dominant, spoken as a mother tongue by a substantial
segment of the population, and it is the most commonly learned second language throughout
the country [10,60,61,65]. As a Semitic language descended from Ge'ez [10, 33, 34, 53, 60, 72],
Ambharic is spoken in the Horn of Africa. It is inherited from its common Afro-Asiatic ancestor. It
is the official and working language of Ethiopia and the most commonly learnt language next to
English throughout the country. This study concerns Amharic (Amharigna) text.

In any case, the ability to write a text in a mother tongue on the text editor could have great
implications, as would the potential for speeding text processing. By various means, people who
use a computer in the workplace have made reading and writing difficulties more obvious.
However, the computer provides a possibility to aid persons with such difficulties. Even if a person
can be helped by special education, s/he will continue to need support, particularly in writing. It is,

therefore, necessary to develop programs with functions to aid in writing which can help users




spell correctly, to choose among possible desired words and to correct some grammatical mistakes.
Research findings in Russia show that around 8% of the population has serious, specific reading

and writing difficulties.

These days, Natural Language Processing plays a greater role in our day-to-day activity, especially
in relation to processing natural language that includes completing the word, phrase or sentence in

which the writers are intended to produce text documents using various text editors.

Text auto-completing supplications are an artificial intelligence system that used when the writer
intends to write the first letter or letters of a word, or few words, predicts one or more possible
words or phrases as an alternative for the users to select [3, 4, 22, and 58]. When the user is going
to write a fragment of a sentence, the system will provide a list of related alternative words to
complete that sentence [1, 17, 26, and 41]. Unless and otherwise the system gives the user no
alternative words, the writer should input the next letter of the word or the next word of a phrase
for the program to produce other set of words or phrases. Applications like mobile input interfaces,
for instance, include word completion in which the user like the once used by the smart phone and
other devices can complete a partially completed word to the full word intended. In this regard,
scholars in the field, underlined that text completion system can play a greater role in assisting
disabled persons to increase their performance of typing and speed for poor spelling [1, 17]. Other
researchers have studied and designed Text Predict entry System for Amharic [20, 36, 52, and 69],
Afaan Oromo [49], and Somali [70]. However, the findings of their studies were not without gap.
The gap was related to the methodology they used and their scope. They were merely confined to
statistical approaches for their word prediction. They were not in a position to consider syntactical
approaches to handle the context of words in a sentence. Therefore, in this research work, my aim
is to consider both syntactical and statistical approaches and find the neighboring context of

information to reduce grammatical and spelling errors as well as to improve user satisfaction.

Sentence completion remains one of the an unsolved problems within the domain of Natural
Language Processing, with the best results achieving just over 50% correctness [48] when given
five alternatives. The situation also applies to our context. If we take Ethiopia, there is a limited
research study on this area that could initiate the development of algorithm. As an initial point, the
works in [20, 71] have included the statistical distribution of order of characters, and those in [36,

52, 69] have studied the distribution of words on Amharic language. Based on these observations




and results reported in [20, 36, 52, 69, and 71], the present researcher proposes context-sensitive
sentence auto-completion for Amharic text. The excellent idea of this work is considered, whether
the surrounding context is making sense. In general, the experimental result shows that sentence

auto-completion is a significant application to solve the problems of sentence construction.

1.2 Statement of the Problem

In the previous section, it has been indicated that, though the researchers in [26] achieved high
accuracy precision values, sentence completion remains one of the unsolved problems within the
domain of Natural Language Processing, with the best results achieved just over 50% correctness
[48]. The ultimate reason that motivated the researcher to conduct a research on this topic is, on the
one hand, the limited knowledge the researcher has about the significance of sentence auto-
completion for Amharic sentence construction. On the other hand, in our context, there is no
research that has been conducted on the area so far. In short, sentence completion for Amharic
languages is not an exploited research problem yet. Hence, software localization for independent
language is not straightforward since the language behaviors (i.e. syntactical structure) of this
language are different from English and other European languages. When we observe the Amharic
sentence constructed from the perspective of different groups, some of these groups miss some
characters of a word, be it in the initial, in the middle, or in the final and some words of a sentence
as well. Others also miss the sentences’ grammatical structures, maybe due to different factors,
such as the increased typing of a text, regional dialects or/and the complex nature of longer
sentences. Lack of good command of the Amharic accent can be another factor. This is the reason

why this research work should concentrate on sentence completion here.

Nowadays, the number of computer users in the world, in general, and in Ethiopia, in particular, is
increasing in a minute. People, in both contexts, may want to prepare and write their documents
and file those documents using computer. However, in this busy world, preparing and writing a
document using computer is not an easy task. A writer begins one sentence and ends with another.
At this moment, problems at grammar level may occur, especially when the varied sentence
constructions in the Amharic language lead to faulty subject-object-verb agreement, or they can
occur purely on the level of logic, where the sentence is technically correct but makes no sense.

However, societies need sentences that are complete, meaningful and acceptable by them to




communicate effectively. For this reason, sentence production cannot be viewed as an easy task

since no one is perfect in his/her writing to construct a good sentence when an idea is raised.

It is obvious that Amharic, the official language at national level [10, 11, 33, 35, 37, and 60], is
one of the major languages that are widely spoken and used in Ethiopia. Despite the fact that
Ambharic has a large number of speakers and is widely spoken and used in the country, no local
research conducted on context-sensitive sentence auto-completion has been observed so far. The
only research works available so far were all confined to word-prediction level. They did not see
sentence auto-completion. In addition, the findings of these studies were valid for mobile users
only. They under looked the demands of computer users. Undeniably, the findings of these studies
might have helped the mobile users avoid their problems related to misspelling of words, time
consumptions and slow typing skills and the like, thereby creating a conducive atmosphere for
them to communicate effectively using the target language. However, the need of computer users
is more than word-prediction. They also need sentence auto-completion. It is this situation

inspired the present researcher to conduct this research.

Furthermore, most of the time, writers face difficulty deciding which word or phrase comes next to
which other word or phrase and, as a result, they begin to worry about misspelling words,
correctness of grammar, and entering text, just spending their time to construct a sentence in
Amharic language. User interface design plays a significant role in enhancing the usability of a
given product. One aspect of the user interface is the provision of efficient functionality for text
input. Most applications, including the ones available on the constrained input devices (like
mobile), have such facility. However, they are solely developed for few major languages in the
world. Such applications are significant when cost of input is high and the input text tends to have
repetitive nature. Besides, auto-completion is everywhere, including on search-engines (like
Google), word processors (like MS-word, Open office), and email composition, where texts tend to

be repetitive, programmed, etc.

As mentioned above, as far as the researcher knowledge goes, there are no usable Amharic
sentence auto-completion techniques and tools at hand to solve the problems of the local people

while they are typing texts. As a result, the development of such applications is not




straightforward, maybe as the number of words in a given phrase or sentence is unknown and very

large. In addition, Amharic is known for having sentences with ambiguous meaning and many

characters, making sentence auto-completion a difficult work. For this reason, the researcher’s plan

IS to investigate the problems of sentence completion in Amharic language and forward possible

solutions to these problems. Therefore, the following are the research questions that would be

answered in the study:

v

How a continuous Context-Sensitive Sentence Auto-completion for the Amharic

language should be developed?

v" Which sentence auto-completion algorithm is more appropriate for completing the

remains portion of the Amharic sentence?

v To what extent the prototype works?

1.3 Objectives of the Study

The main objective of this study is to investigate and design a context- sensitive sentence auto-

completion and implement a prototype of algorithm for Amharic text. Therefore, the following is a

description of some of the specific objectives of this research work, which are attributed to:

v

Review related literatures on the prediction and auto-completion in the area of NLP
and IR,

Determine the appropriate texts of Amharic language from the collected document to
prepare for training and testing purpose,

Identify both syntactical errors and problem of sentence clarity,

Determine the appropriate algorithm which is related to the Ambharic sentence
completion,

Build a model for predicting the Amharic sentences using the combination of futures

(i.e. distance similarity, part- of-speech tag and tf-idf),

v Develop a prototype Sentence Auto-completion System for the Amharic text

suggestion,

v Test and evaluate the performance of the prototype,




1.4 Scope of the Study

The study will be restricted to investigating sentence auto-completion in Amharic language using
distance similarity, part-of-speech tagging and tf-idf. However, the system has trained only to use a
medium-size of Amharic sentence documents. This is due to constraints, such as time and lack of
readymade corpus, resources to advance work in NLP and Information Retrieval, etc. even where
there is the will and expertise to implement. To train large corpus using NLP techniques requires
high processing speed and large memory of the computer. Moreover, another limitation of this
research work is the observed limited number of words prepared in the sentence. Further, the

research does not concern the semantic methods and techniques.

1.5 Methodology of the Study

For conducting this study, that means to accomplish a task of sentence auto-completion one has to
have statistical and syntactical information, such as length, the frequency occurrence of tags of a
word in the sentence, and the frequency of sentence in the corpus. To achieve the expected result
of the study, different approaches, such as the following are employed:

1.5.1 Review of Related Literature
Reviewed literatures from different sources (articles, books, journals, Internet and so on) to
understand word and sentence completion. Moreover, related literatures will review to understand
related works, conceptual works, and grammatical structures and systems in particular Amharic

language.

1.5.2 Implementation Tools
In this study, we will use a number of tools in order to come up with the solution for the problem

we need to address.

1.5.3 Experiment
Experiments will be performed to evaluate the performance of the developed prototype of a
sentence auto-completion model. The researcher will use volunteer groups to collect and prepare

test set to evaluate it.




1.6 Significance of the Study
There are benefits to be derived from the findings of this study. First and most, the findings of this
study will be important to all application users on computer. Writers, especially those who have
difficulties deciding which word or phrase comes next to which other word or phrase and worry
about misspelling words, missing correct grammar, and entering text, just spending their time to
construct a sentence in Amharic language, will find the result of this study invaluable. In addition,
the result of this study will benefit the public at large. The researcher and the language user at
large will use the system to assist themselves in producing text:

> It will enhance the speed of text production,
It will enhance the reading of text,
Improves text inputting efficiency of personal computer,
Reduces the rate of producing misspelled words and grammatically wrong sentence,
Increases the usability of application accepting text input from users,
Increase the speed of communications in chatting, email composition, letter, reports etc.,

YV V. V V V V

It will be also contribute to future researches and development in the area of Natural
Language Processing specifically in machine translation, speech processing, text

processing, Information Retrieval, grammatical analysis, content and thematic analysis.

1.7 Organization of the Thesis

The focus of this research work is to solve the problems related to sentence auto-completion in
Ambharic text. This chapter introduces the problem of sentence auto-completion apart from putting
it in the context of other relevant problems in Amharic language computing. The rest part of the
thesis is organized in four chapters. In chapter 2, we provide a survey of review of related literature
in word prediction, and related works in auto-completion that are investigated on different issues.
In addition, in this chapter, the researcher will deal about some linguistic structures and syntax of
the Amharic language is presented. Our selected area and proposed algorithms for the task of
context-sensitive sentence auto-completion and methodology parts are presented in Chapter 3. In
Chapter 4 deals about how implementation of a prototype and experimental results have achieved,
in order to show the result of the developed system. Ultimately, in Chapter 5 talks about
conclusion of the thesis work and finding, limitations of the current work, and recommend possible

future out line works.




CHAPTER TWO

Review of Related Literature

Research takes the advantage of the knowledge that has accumulated in the past because of
constant human effort. It can never be under-taken in isolation of the work that has already been
done on the problems that are directly or indirectly related to a study proposed by a researcher. A
careful review of the research journals, books, dissertations, theses and other sources of
information on the problem to be investigated is one of the important steps in the planning of any
research study [76]. To inform the current research, the researcher looked for other previous
reviews of the computer science and linguistic researches. Accordingly, this chapter primarily
deals with the state-of-the-art, relating to text auto-completion techniques and word predictions,
which is the concern of this paper. The aim is to find out the gaps among the early papers and to
get some insight into context-sensitive sentence auto-completion techniques. However, the
researcher has found very important to review in advance some linguistic characteristics of

Ambharic language in order to lay the foundation for the concept of Amharic language.

2.1 Some Linguistic Characteristics of Amharic Language

Ambharic, which belongs to the Semitic languages family, is one of the most widely spoken
languages in Ethiopia. The language is spoken as a mother tongue by a large segment of the
population in the northern and central regions of the country and as a second language by many
others. It has its own script that is borrowed from another Ethiopian Semitic language, namely
Ge'ez [21]. However, this work does not consider the spoken part of this language but its written

aspect.

2.1.1 Amharic Language and its Writing Styles
It has already been noted that Amharic is one of the languages with its own scripts borrowed from
the ancient Ge'ez language. Accordingly, when we see its writing style, unlike Arabic, which is
from right to left, Amharic is from left to write just like English. Its scripts, like the scripts of all
other Semitic forms of writing, are originally consonantal. The number and order of those
consonants for Amharic and Arabic is not the same. Its vowel letters are A* A% AF AT Af h and A.

The consonants and the vowels must unite to yield a particular sound in the language. This,




however, does not apply to the six™™ sounds of the language in the alphabet, which should

sometimes stand alone depending on the sequence in which they appear in a word.

2.1.2 The Amharic Characters
The Amharic character set does not have uppercase and lower case letters. The character set has
been incorporated in the International Unicode Standard. Its kind v(ha) (U+1200), v-(hu)
(U+1201), %(hi)(U+1202), ¥ (ha)(U+1203), % (U+1204), v (U+1205), r(U+1206), w7 (U+1208), A
(U+1209), & (U+120a), A. (U+120b), a (U+120c), A(U+120d), & (U+120e), a= (U+120f), 4.
(U+1210), h(ha) (U+1211), ch (U+1212), A (U+1213) etc. The total number of characters is
around 344 [25].

As mentioned before, Amharic is the official language of Ethiopia. It is also the working language
of some regions in the country. The present writing system of Ambharic is taken from Ge’ez
alphabet, which was the language of literature in Ethiopia in the early times. The Amharic writing
system consists of a core of 33 characters, each of which occurs in a basic form and in six other
forms known as orders. Each graphic symbol represents a consonant together with its vowel. The
vocalic symbol cannot be detached from the consonant element. That is, Amharic does not use
independent symbols for vowels. In [26], scholars discuss the Amharic script is a syllabic rather

than an alphabet.

Nowadays, Arabic numerals are commonly used as Amharic numbers. Sometimes for official

writing Amharic uses Ge’ez numerals [25].

2.1.3 The Amharic Syntax Structure
In this section, we introduce the syntactical arrangements and relationships between the part of
speech in Amharic language and some other languages. Researchers observed in [31] noted that

the knowledge required to order and group words together come under the heading of syntax.

Ambharic sentences are usually shorter and simpler than English sentences. Amharic often adds
syllables to nouns instead of separate words to indicate possession, verb tense, gender and number.
English sentence structure is subject — verb — object agreement. If the complexities of a sentence

increase, the structure also may extend to SVO-SO. Unlike English, Amharic has subject— object —




verb surface structure [24, 23]. For example, ‘my friend wants tea’ can be translated into

‘Guadegnaye shay tifeligalech’, literally translated as ‘My friend tea she wants’.

Other researchers have also discovered in their studies that the verb may not always come at last,
as far as its position is concerned -it may be the object. The surface structures of certain languages
such as Russian, Japannese, Hindi and English are shown in the following figure [23], showing

that Russian language has a surface structure similar to the structures of English and Hindi.

Russian
Japanese Hindi English
Verb second does not apply does not apply (s-(v-0))-(s8-0)
Verb last (s-0)-(s-(0-V)) does not apply does not apply

Object second does not apply (s-(0-v))-(s-0) does not apply
OR: (8-0)-(s-(0-V))

Figure 2.1: Russian, Japannese, Hindi and English language surface structures (source: [23])

In this study, however, the researcher concentrates on the syntax structre of the Amharic language

only. Let us see the following examples:
A. Az No°G: @79 77 NO-C a°T (ine bamakina wandme gn bababur mat'a)::((S-0)-(S-(0-V))
B. A% (ooh.§ aoMy-: @79 17 NA-C (ine bamakina mat'ahuf wandme gn bababur) :: (S-(0-V)-(S-O)

In Ambharic, the structure of the sentence indicates that (ine bamokina moat'ahu: wondme Gn
bobabur). ‘In’ is a subject; ‘bemekina’ is an object; then, ¥ is a punctuation; ‘wendime’ is a
subject; ‘Gn’ is a conjunction; ‘bebabur’ is an object, and ‘Meta’ is a verb. Generally, it has an (S-
0)-(S-(0-V)) structure. In the second sentence, B has the same meaning as A but a different
structure (S-(0-V)-(S-0).
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Bach’s in [21] has argued that according to the preposition position shift and attachment with the
verb, Amharic has a VSO syntax structure. In Amharic, the grammatical structure is SOV, superior
to the grammar with SVO and VSO grammars. Therefore, determining this kind of rule is one of
the specific challenges in this research.

The Ambharic sentence is constructed from different tagged sets. In [24], some Amharic data
contain the following tag sets: ACC = accusative, AUX = auxiliary, DEF = definite, F = feminine,
IMP = imperfect, M = masculine, NEG = negation, subscribed O = object, P = prepositional suffix,
PER = perfect, PL = plural, POSS = possessive, REL = relative marker, S = singular, TOP = topic.
However, in this research work, when the morphological analyzer tool is supplied with our corpus
as an input, it gives copula, and noun and verb tagged sets as an output. A noun is a word or
agroup of words (other than a pronoun) used to name a class of any people, places, or things. A
verb is a word used to express an action, to state an event or an occurrence and forming the main
part of the predicate of a sentence, such as e»M/mat'a, £195 (/jgananalu. A copula is a connecting
word or group of words, in particular a form of the verb and connecting a subject and a

complement. The other word classes that not grouped are unknown were categorized as “other”.

2.2 Text Prediction Entry Techniques

Text prediction, as its name implies, is used to predict the word that the user is typing with the help
of grammar rules for the English language, making word prediction more precise, reducing the
number of key taps required, saving the user’s time and achieving an optimization over the

existing systems.

There are different types of entry techniques that include speech, chorded keyboards,
handwriting recognition, various gloved techniques [1], scanner, microphone, and digital
camera. Predictive text is one of the data entry techniques used in mobile or computer. In this
technique, the system predicts what the user most likely intends to write based on some

frequencies or other information.

Scholars in [5], using a large dictionary of words for disambiguation, have developed a new text
entry method for mobiles with a single key- press per letter on a standard phone pad. They have
also discovered a system that predicts letters with much combination of key-presses. According to
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these scholars, there should be one or two words to match a given keystroke sequence (other
combinations being non-sensible). This implies that, a predictive model of text entry method, if it

makes use of a large dictionary of words, can suggest valid words to the user.

Other researchers in [6] have tried to address the problem of text entry on mobile phones.
To solve the problem they have designed the text entry predictive methods that utilize the 12-key
keypad and the model provides individual predictions for one-handed thumb and two-
handed index finger use. Further, the same researchers have discussed the three most common
text entry approaches throughout the paper such as Multi-press, two-key press and T9

methods. However, they cannot provide word prediction.

The researchers in [20] have proposed a new text entry algorithm known as EasyET
(ETWirelessKeyBoard) that predicts the next word while the user is typing a current word.
However, they did not consider a new text entry algorithm for other devices like computer

keyboard.

2.3 Prediction Systems
The prediction system work was first put forward in July 1995 [19]. Researchers in [30] have
developed “a generic word prediction” model. A researcher in [27] argued that word prediction is
predicting the most likely words tokens or words to follow a given segment of a text. This means
that, a few keystrokes produce complete words or word sequences, and the number of keystrokes
necessary to generate texts will be reduced.

Prediction can be a character, a word or a phrase. In the case of character prediction, the next
character can be predicted based on the previously inserted character(s), whereas in the case of
word prediction the word is predicted based on some of the characters or words that were
previously inserted in the editor [2]. On the other hand, phrase prediction system is guessing the
number of appropriate phrases. Other researchers in [3] have studied the character prediction and
its potentials for increasing recognition accuracy and provided a character predictor based on n-
gram with an optimal length of context for application to handwriting recognition.

12



Researchers in [4] believe that having more accurate predictions will provide a number of
advantages like improving the quality as well as the quantity of message production for young
people, for persons with language impairments, and for those who have learning disabilities and
disambiguate sequences from ambiguous keypads and correct spelling errors. Another researcher
in [66] has presented FASTY prediction system that includes several innovative features. A
FASTY word prediction system have included prediction of compounds, prediction of proper
inflectional form based on the use of parsing, dictionaries based on general language corpora and
on users’ own texts and so on. Initially, a number of language were supported these are Dutch,

French, German and Swedish.

The previous works, which were related to prediction and auto-completion systems, were to
concern low-inflected languages such as English. The recent work, however, aims to consider
highly inflected languages such as Amharic. According to some related researchers, reported in
[66, 67, 68], morphological form variation is a problem in a prediction system. Morphological
forms express mainly the number and, in some cases, the gender. When there are only fewer
variations of a word, it is possible to store all of them in a dictionary. However, as highly inflected
languages produce many forms, it may be difficult to store all of them. This is the main reason for
the search of new prediction methods in languages with a wide use of prefixes, infixes and

suffixes.

To predict the next word, prediction algorithm may include different type of information about
words. Some of them use only statistical information about the words in the sequence, such as
unigram predictor, bigram predictor and trigram predictor. Others may also include syntactic

information about the words using part-of-speech tags.

Furthermore, other applications such as word sense disambiguation, probabilistic parsing, part-of-
speech tagging, etc. [see in [31]] can be used in a word prediction system to develop it. A word
prediction system facilitates the typing of text for users with physical or cognitive disabilities [18,
9]. As the user enters each letters of the required word, the system displays a list of the most likely
probable words that could appear in that position. However, this study uses only part-of-speech

tagging for finding the most frequent tag sequences.
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In [19], said that current prediction function uses the word frequency lexicon, the word pair
lexicon, and the subject lexicon. To train the system, they have used around 10,000 words with
frequency information. The word pair lexicon consists of 3,000 reference words, each of which has
an associated list of one to nine words that frequently succeed it. According to these researchers,
the purpose of the subject lexicon is to allow the prediction system to adapt to the user's
language by adapting the word frequency lexicon with those words of the user that are not in the
lexicon or that have a rank higher than 1000. The user input is typically a prefix of a complete
query q that the user intends to enter. The algorithm returns a list of k completions, which are

suggestions for queries, from which the user can select.

The same researchers showed that when the input prefix is short (1 character) and the context is
relevant to the user’s intended query, then the weighted MRR of Nearest Completion is 48%
higher than that of the standard Most Popular Completion algorithm. The Nearest Completion
algorithm suggests the user’s prefix input that is most similar to the recent queries s/he has just
entered. However, when the context is irrelevant, Nearest Completion is useless. To solve this,
these researchers have proposed hybrid completion, which is a convex combination of Nearest
Completion and Most Popular Completion. Hybrid Completion is shown to be at least as good as
Nearest Completion when the context is relevant and almost as good as Most Popular Completion

when the context is irrelevant.

According to these researchers, Nearest Completion computes the similarity between queries as the
cosine similarity between their rich representations. Nearest Completion is designed to work well
when the user input has a non-empty context and this context is relevant to the query that the user
is typing. They concluded that Nearest Completion relies either on no information or on false
information and, thus, exhibits poor quality.

The Reactive Keyboard [15] works by attempting to predict what the user might want to select
next on the basis of its preceding input. To predict the most likely next keystrokes, the system uses

the sequence of the previous keystrokes. It uses an n-gram model for characters, created from text
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samples and from the user's input. The model is stored in a special tree structure that allows partial
matches between context and model to be found economically. The idea is to use the n-1 previous
characters to predict the n one, where possible. If matches cannot be found, the context is
shortened by one character, and the processes continue. Generally, keystrokes can only be

predicted with limited accuracy.

For English language, VanDyke [38] has developed a word prediction system to provide the user
with a list of grammatically appropriate words. The predictor works by transversing the search
space produced by constructing the parse tree of the input sentence. The parser holds all possible
structures for the partial sentence entered so far, and thus at each point in the sentence, it knows
what syntactic categories can be in the next position. This eliminates a number of words to choose
from, resulting in predictions that are more appropriate. However, it requires a considerable
amount of work to parse partially the input sentence every time the user completes a new word.
There is no evidence of testing the system to see whether the use of grammar helps improve the

prediction performance.

Even-Zohar and Roth [40] have incorporated additional information into the learning process of
their word-prediction system in order to learn better language models in comparison to prediction
systems that use n-gram models. In the proposed prediction system, the local context information
along with the global sentence structure is considered. For this purpose, a very large set of features,
characterizing the syntactic and semantic context in which the word tends to appear has used, is
learned for each word in terms of the features, and a learning method that is capable of handling
the large number of features is used. A language for introducing features in terms of the available

information sources is also defined.

Each sentence is represented as a list of predicates called the information source (IS) of the
sentence. Features are defined as relations over the information source, or aspects of the structure
of the sentence. A few examples of features are the adjacency relations between words, word

collocations, and the part-of-speech tag assigned to each word. There are also complex features
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such as the dependency relations between words and the role of each word or phrase inside the

sentence, i.e., if it is a subject, object, etc.

A researcher in [39] has developed a new system whose scope was extended to include part-of-
speech tag trigrams and word bigrams at each prediction point. The prediction algorithm has been
interacting with a first-order Markov Model for words and a second-order Markov Model for part-
of-speech tags. This considered conditional probability of a word by giving the probability
estimation of the tag obtained by the tag Markov Model. The idea (i.e. assumption) of the
prediction algorithm was first to obtain probability estimation for the tag of the next word using
the tag Markov model. In the next step, probability estimation was found for the next word using
the word Markov model. The tag probability estimation from the previous step was used to
promote a rank of the words with the most likely tag. The tags unigram, bigram and trigram
lexicons are created from the same corpus and used to build word unigram, bigram and trigram
language models. Three texts of about 10, 000 words each have been used for evaluation. The
system achieved a keystroke saving of about 43.2%, when given suggestions but no adaptations

were used.

Fazly in [37], a comparison algorithm has been developed. The works of this researcher has
achieved 90% accuracy using Unigram predictor. The researcher also employed four other
predictors such as bigram, part-of-speech tag, and tags-and-words to predict the next word. These
systems were capable of achieving an accuracy ranging from around 91% to 92.75%.The highest

accuracy is that of the linear predictor.

2.3.1 Adding Semantic Information
The work of adding semantic information started in February 1996 [19]. Semantic analysis can
also be very useful to familiarize the search for possible words to a well-defined semantic context
[59]. Nevertheless, this approach has not given good results so far due to the difficulty of including
semantic content to every word to process it in short time. While it is unlikely to result in any
actual keystroke savings, it seems encouraging to construct some thought in the writing process to
present the user with suggestions of words that are semantically congruent with the preceding

words. Likewise, this thesis also does not consider semantic information.
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2.4 Related Works
Recent works showed that many researchers have done on word prediction for certain languages
like English, Hebrew, and Swedish etc. Moreover, they have done sentence completion for English

language by using different methods to compare and contrast the performance of the system.

In this section, though, the researcher’s main concern is to discuss some related works in the
Ambharic language, such as Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm
in a Wireless Environment and Word Prediction Model for Amharic Online Hand Writing System
for Amharic language are presented. In addition to this, however, with the intention of getting
some insight or input into the concern of this section as well as the present work, the researcher
wishes to first discuss query auto-completion, phrase auto-completion and sentence completion for

another language, for example English.

2.4.1 Text Auto-completion for the English Language
This section reviews query auto-completion, phrase auto-completion and sentence completion with
regard to the English language. The purpose is to get some insight into sentence auto-completion

for the Amharic language, whose discussion will be held later in the section that follows.

2.4.1.1 Query Auto-completion

In [25], Query auto completion has been defined as a pair of W and D, where W is a range of
words (all possible completions of the last word which the user has started typing) and D is a set of
documents (the hits for the preceding part of the query). To process a query means to compute the

set of all word-in-document pairs (w, d) with w in Wand d in D.

A query auto-completion (QAC) algorithm can accept a user input x, which is a sequence of
characters typed by the user in the search engine’s search box. According to their discussions in
[17], the basic type of auto-completion algorithm, including topic clustering, query co-occurrence
analysis, session analysis, and user search behavioral models. Query auto-completion algorithms
differ from Query recommendation algorithms in their input (a prefix of a query vs. a full query)
and in their output ((mostly) completions of the user’s prefix vs. arbitrary reformulations of the

query). According to another researcher, the framework for query recommendation algorithm can
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leverage any state-of-the-art to construct its rich query representations. Researchers in [17] have

proposed the first context-sensitive algorithm for query auto-completion and updated it.

2.4.1.2 Sentence Completion

An information retrieval approach is used to find the most similar sentence to a given user text
inputs. Several researchers often face information retrieval problems. These problems could be
solved by using approximate string matching without index structure [41]. Other researchers in
[26] have developed an algorithm using inverted index files in order to increase the speed of a
string matching retrieval model. In these studies, the occurrences of the query terms are merged

and an approximate string matching is performed on the corresponding text positions.

As mentioned above, Grabski and Scheffer in [26] have developed an indexing algorithm that still
ensures finding the best sentence but typically has a sub-linear behavior. They extend this
approach into two respects. Firstly, given a sentence fragment of length m, they have searched for
sentences whose initial words are most similar to the query fragment in the vector space model
(rather that differing in at most k terms). Secondly, they have presented a pruning algorithm that
interleaves accessing of indexed sentences with pruning of sentences that need not be accessed
because they cannot be more similar to the query fragment than the best sentence currently found.
This algorithm is based on an inverse index structure (see Figure 2.2 below) that lists, for each
term, the sentences in which the term occurs (the postings). The system, however, considers only
the user input to be a fragment of a sentence. When the fragments miss any one of its component,

the system is unlikely (or will fail) to suggest the expected sentence.
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Figure 2. 2: Inverted index structure over the data (source: Grabski and Scheffer [26])

Finally, they have concluded that a substantial fraction of sentences can be completed successfully
after three initial words. They have achieved up to 90% precision and 60% recall. However, they
have considered only the initial fragment of the current sentence as input and have used domain
specific dataset, disregarding all the preceding sentences and inter-sentential relationships. In our
system, however, those problems solved by considering the input of words in the sentence may be

inclusive.

Other researchers in [56] have developed an evaluation metric and protocol that is practical,
intuitive, and independent of the user-specific tradeoff between keystroke savings and time lost
due to distractions. According to their experimental analysis, they have concluded that N-gram
based completion method has a better precision recall profile than index-based retrieval of the

most similar sentence.

2.4.2 Text Input Methods for the Amharic Language
In [20], researchers have proposed the system ‘Ethiopic Keyboard Mapping and Predictive Text
Inputting Algorithm in a Wireless Environment’ that predicts the text according to the user input
and facilitates message text exchange with Ethiopic scripts on a wireless phone. They have used
two methods, such as Multi-press and Three-key input methods as well to develop this system. In
order to determine the frequency of words in the dictionary, they have used three rating attributes.

Moreover, they have developed a wireless application for Ethiopic text messaging. The same
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researchers eliminated ‘superfluous’ characters, replaceable characters, Ethiopic numerals and
labialized characters during text processing which reduce the number of characters in the font set.
Accordingly, they have discussed two factors that have impacts on the prediction of the Amharic words.
On the one hand, the structure of Amharic language and the statistical distribution of the order of
characters, and the other was the habits of wusers to write words, phrases and sentences.
Additionally, in his work, it was mentioned that to predict a word or phrase ‘apriori’ is difficult unless a
dictionary is used in order to build a library of words, phrases and sentences commonly composed by the

user. Eventually, they have achieved 40 % keystroke savings.

Furthermore, another researcher in [77] has designed the word prediction system that takes
recognized handwritten characters from an online Amharic handwriting character recognition
system. She has designed the algorithm without considering the constraints of the handheld
devices such as PDAs (Personal Digital Assistant). Another researcher in [78] has considered
these constraints and developed his system for PDAs. However, the works of both researchers in
[77] and [78] are just to recognize and display a single character not to write Ambharic
text. By observing the gap, other researchers in [36] have adopted it to give the recognized
character to the word prediction system as an input, and developed an online handwriting word
prediction system for Amharic language. The algorithms required for assigning word frequencies
from the corpus to the dictionary (lexicon) and for predicting words have designed and
implemented experimentally by using N-gram models. In order to determine the frequency of
words in the dictionary, he has used wordSmith tools. To predict the current or the next position of
a word they only used word frequency information. In whatever way, the algorithm ignores the
previous context and does not consider the syntactic structure. Finally, the researcher showed of

81.39% accuracy was achieved.

In this research work, an approach based on the syntactic analysis and information retrieval of the
sentence that tries to extend the previous statistical prediction methods has described above. The

algorithm may suggest words, which are not grammatically appropriate.

In general, as mentioned before, the idea of developing prediction system for Amharic is not new
and couples of researchers have presented their work. The first one is a Master’s thesis focusing on

word prediction online handwriting recognition for Amharic language [36] and the other is
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Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm in a Wireless Environment.
As discussed in the above section the limitation of researchers work is related to the method in that
they used frequency information only to predict the next word. In addition, another researcher in
[69] design text predict entry system for Amharic text on mobile phone. This work has been used
similar method in [36] but has used different training data set. The reliance on such statistical
information only made the approach to lose the context of the previous word. According to recent
works, researchers have manipulated word frequency effects in naming tasks are often
considerably less than 100 msec. The problem of this fact is lack of context with word frequency
interaction in the data. In this study, we include linguistic knowledge to solve such type of
problem.

These researchers, particularly in [36, 69], found that written Amharic text has a high degree of
redundancy. Based on these finding, it is natural to ask whether users can be supported in the

process of writing text by systems that predict the intended next words, or sentences.

Ultimately, as mentioned above, the main ideas of learned knowledge is summarized as follows:

A. A sentence completion is an unsolvable, natural language processing problem,
B. The distribution of frequent co-occurring words is not sufficient for context-sensitive word
selections,
C. The small size of a dataset has negative impacts to improve the accuracy of a prediction
system,
D. To improve the performance of a system, researchers find a solution to decline the negative
impacts and increase the accuracy of sentence completion system.
Based on this problem, we require different analyses to minimize the problem that Natural
Language Processing and Information Retrieval Approach. In order to check and adopt this idea,
the researcher designs a prototype to run different experiments and compare the performance of
sentence auto-completion techniques. This context-sensitive sentence auto-completion is design to

consider the ideas mentioned before.
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CHAPTER THREE

Methodology of the Study
The aim of this study was to investigate and design a context-sensitive sentence auto-completion
and implement a prototype of algorithm for Amharic text. Accordingly, the study has attempted to
check if the written text is syntactically correct and whether there are any words missed by the
writer in his/her sentences during sentence construction. It was also to suggest some possible
solutions to the problems (if any) based on the findings. Accordingly, in this chapter, the
researcher discusses the methods of he used to design and develop context-sensitive sentence auto-
completion for Amharic text. The following are descriptions of procedures, and methods and

techniques of the study and the samples used.

3.1 Data Preparation

Sentence completion is not an easy task to design a model since the length of sentences differs,
syntactic information of words and sentences are ambiguous, semantic information lacks ad hoc
and so on. As mentioned above, there is no ready-made corpus for Amharic, the target language.
Thus, to design the model and accomplish the below tasks of sentence auto-completion, the
researcher has performed various tasks as described in the subsequent sections. He first collected

Ambharic corpus from different sources and then cleaned the collected data.

To this end, the following subsequent sections are presents how the test and training data has been

collected and prepared, and the system that designed and developed so far.

3.1.1 The Training Set
The training data set was obtained from different sources. The primary source of the data was the
Amharic Wikipedia Dum?. This data was composed of text samples from different eras and

different groups. It has a size of 1.9 GB in .xml file formats and included 12,000 Amharic articles.

thttp:/www.mediawiki.org/xml/export-0.10/http:/www.w3.0rg/2001/XMLSchema-instance
http:/www.mediawiki.org/xml/export-0.10

http:/www.mediawiki.org/xml/export-0.10.xsd 0.10 am @NTL P amwiki http:/am.wikipedia.org/wiki...
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The data contained xml and html tags, cases, invalid characters, multiple white space suppressions
and UNICODE characters. Due to this, the researcher has sanitized unwanted data using the java
programming language. The other sources of this corpus were Amharic newspapers, Amhara TV,
and social media comments. In addition, the researcher collected 135-news texts from Walta
Information Center Agency (i.e. since 2014/2015 G.C). Generally, the data set was domain-

independent.

Finally, the size of this cleaned data was found to be 25.5 MB, containing 1,135,662 tokens and
243,205 lines. From this data, the researcher prepared 10,000 sentences to train the model. This
corpus was named “MDS Amharic corpus.” Unfortunately, the systems were trained with only half
of the prepared sentences (i.e. 5,000 sentences) due to lack of enough working memory. This has
convinced the researcher to include all resources. The task of information source most valid at
hand was length, pos tag and tf-idf information. In general, corpus preparation is shown blow
diagramatially. Read the file—Removal of non-Amharic texts—Removal of non-

sentences—Tokenization—Corpus

As shown above, the corpus preparation is not straightforward. Firstly, read the prepared .xml file
extension from its directory. Then, in the data-cleaning component, clean the unwanted texts that
are non-Ambharic scripts and non-sentences. Next, the researcher has selected Amharic sentences.

Finally, he prepared the training set as shown below.
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Figure 3. 1: Training data set preparation steps

The corpus contained two main items, (See Appendix A and B).

3.1.2 The Test Set
In order to investigate the effectiveness of the prototype, five volunteers were selected non-
randomly to evaluate the proposed systems that were designed as a prototype. The researcher
selected these people purposely because of their good computer background skills and long
experiences in the field. The test set was prepared in two ways: by asking the evaluators to prepare
10 sentences of their own each and then by selecting 16 other sentences of my own randomly from

the training set, adding up to 66. To this end, the participants were only informed about how long
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their sentences in the Amharic language should be on the average. Since according to the
researcher’s corpus, the average length of the Amharic sentences was found to be fourteen. It was

calculated as follows:

AzzT/N

Equation 3.1: Formula to calculate average length of a sentence in the Amharic language

While “A” refers to the number of average words in the Amharic language, particularly in this
thesis work, “N” stands for the total number of sentences that exist in the corpus. “T” denotes the

number of words that are found in the sentence.

Fortunately, the evaluators prepared fifty sentences of their own. Sixteen other sentences were
selected randomly from the training set. Totally, sixty-six test set sentences were prepared so far.

In general, a minimum of three words and a maximum of fourteen words were prepared.

3.2 Design of Context-Sensitive Sentence Auto-Completion
As the system relies on statistical information like length, co-occurring frequencies and other
syntactic information like part-of-speech, the aim of collecting data was gearing towards getting

these data.

Thus, the research approach used statistical and syntactical information extracted using three
important features: (a) distance or length similarity, (b) POS information in constructing sentences
and (c) tf-idf. To this end, the researcher developed different versions of his auto-completion
system, each using only one of these features. He also combined these three features to enhance

the performance and this is called the hybrid method.

The hybrid auto-completion method has three components, such as distance similarity auto-
completion, probabilistic POS auto-completion and tf-idf weight auto-completion. The distance or
length criterion was to calculate the difference between the length of the input string and the string
that contains the fragment of sentences provided by the user. This feature moves sentences, which
can be completed with a few additions, or deletion operation in the top rank. The detail is

discussed in Section 3.2.1. On the other hand, using statistical information, probabilistic POS auto-
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completion component works by examining the likelihood of the part-of-speech sequence
exhibited by the sentences. Put differently, the system learns the most probable Amharic sentence
structure in the statistical information from the part-of-speech categories of the words in the
sentence. The detail is discussed in Section 3.2.2. TF-IDF auto-completion is the third component
of the hybrid system that calculates the user input term occurrences within each sentence and the
frequency of sentences that contains the user input. It also calculates, the overlap of words in the
sentence using n-gram. The detail is discussed in Section 3.2.3. In addition, the detail of hybrid
sentence auto-completion is discussed in Section 3.2.4. In general, how sentence auto-completion

works looks like the following.

Suppose, we enter two or more words or phrases. The system displays the following top ranked

sequence of sentences:

...S1,8S2, S3, S4, S5
Accordingly, sentence S1 is automatically suggested first since it is the most relevant one to the
user query term followed by S2, which is the second top ranked sentence, then S3 is the third top
ranked, and S4 and S5 are suggested according to the sentence ranker algorithm. In addition to

this, the researcher discusses the method used to design the system.

3.2.1 Distance-Similarity-Sentence Auto-completion Method
In this section, the researcher discusses how the auto-completion algorithm works to complete the
user entry texts. Firstly, the algorithm counts the remaining number of words and calculates the
difference between user input strings and sentences that contain these user input strings. In
addition, the algorithm accepts, character by character, the character of the user input and finds the

similarity of the input string to the sentence in the corpus.

The researcher focuses on the following three features in this model: (1) Counting the left length
to be completed, (2) Calculating the similarity (or similarities) between the user input and the
sentences in the corpus and (3) Sorting the calculated similarity (or similarities) of the two in an

ascending order.
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Figure 3. 2: Distance-sentence-similarity auto-completion architecture

The architecture has included collected data and training data, preprocessing module, user input,
and distance similarity auto-completion. Collected and trained data are discussed in Section 3.1.1
in detail. Another component of this architecture is pre-processing module, which contains data
cleaning, and word tokenization. These are used to clean unwanted data, and split document into
sentences and words, respectively. The other major component of this system is distance similarity

sentence auto-completion, which is used to calculate the distance similarity between user input
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strings and the sentences in the corpus. Furthermore, based on the similarity value suggest the best
sentences. Table two shows samples of sentences listed and their length displayed based on the

following algorithm.

Input:
userQ=Fragment of sentence
Corpus=our corpus
sentL=Sentence list

Output:
sentence = list containing pairs of user input value with

related sentence

Initialize:
resultL={}
similarity, Counter=0

IF counter less than length of corpus:
userQ is equal to length of input
For each userQ in sentL:

similarity increment

resultLequal to similarity
sort resultL

return resultL

Figure 3. 3: Algorithm for distance similarity auto-completion

The auto-completion engine has taken statistics information from the training data set like number
of words and length. To compute length between user input text and sentences, split the user input
into words, and words into characters. Then compute user input characters within the sentence
characters. Then after, count the similarity between these two strings. Based on similarity counted
value of characters within the sentence, the system sorted the similarity value in ascending order.
Lastly, auto-completion engine has produced the most likely top five optional sentences. The
highest similarity length value printed out at the top, and the left follows. The challenge of this
system is predicting the shortest sentences. The system is not considering the more frequent
sentences. To complete the missed part of the sentence, the system concentrates only length. The

other challenge of this system is, while the similarity length becomes similar values. It is a
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problem whose solution the researcher suggests smallest index value displayed first. For example,

if S1is read before S2, S1 is displayed before S2; otherwise, S2 is displayed before S1.

Distance similarity auto-completion algorithm has a redundant sentence removal function that is
used to handle distinct sentence list. If the sentence ranker lists the same sentences at a time, the
redundancy sentence removal displays only one sentence at a time. In this system, the result or the
suggested sentence is not only displayed the prefix of the entered text but to suggest the alternative
sentences the user text input should be consecutive. Position of entered text in the sentence does
not affect the suggestion system; it can display the sentence if the user entered is matched with the
sentence fragment parts. The following figure shows the result conducted by this algorithm.

Strl=horihg® QUL F@- avnnd (komolkam bahrijaow mokakal)
Str2=avf\ng® QUC et (molkam bahrjat)

Str2 refers to query terms inserted by user and strl refers to set of phrases (fragment of a sentence)
that found in the corpus. The following figures show how to figure out the similarity between the

texts character by character.

havpg® Qus e Fm- avhihd (komoalkam bahrijaffow mokakal)
LT T

haephg® QUCe------ + (moalkambahrja------ t)

Figure 3. 4: String similarity sample output

The distance between the two texts according to the algorithm is nine.

The following tabular Table 3.1 contains four columns and seven rows. The first row show
ordinary numbers. The second column name represents Sentence List that is extracted from the
training set. The third column name represents Length similarity that refers to the result of user
input string and the sentence after some deletion and insertion. In addition, the last column name

represents Query term that represents user input string.
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Lastly, the researcher proposed the use of distance similarity by supporting corpus based retrieval.
To suggest the sentence, an auto-completion engine calculates string similarity values. Here,

therefore, the following table shows the similarity between user query term and sentences.

Table 3. 1: Top distinct sentence list

No | Sentence List Length similarity | Query term
1. (147 HPU-0F(barun zagahubat) 0.6363636363636 | 157 HP(barun
2. A% 047 HPU-F(ine barun zagahubat) 0.5

3. NANTTH (147 HPU-0F(baalmaz barun zagahubat) | 0.4117647058823

529
5. ANFOP@ OP T +7 4N (iskatawak'aw wak't 0.15
k'sn dras)
¢7(k'an)
6. PHSGT P77 9°7 9P AANLD. (jozaren k'sn mn 0.125

bamasrat lasalfswu)

The following figures shows the values calculated by distance similarity algorithm (sample of
string similarity), which were calculated similarities of user query term to every individual
sentences. The following graph y-axis shows the length of number of inputted strings and x-axis

shows distance similarity scored values.
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Figure 3. 5: This plots show query term vs. sentence length value

In this algorithm auto-completion engine, suggest sentences value that scored a minimum of

distance similarity scored.

3.2.2 Probabilistic Part-of-Speech Tag Method
The researcher applied syntactical techniques to help the suggestion algorithm predicts the most
likely word classes that are used in the sentence as much as possible ad hoc with the syntax of
Amharic language. To analyze the tags, the researcher used HornMorpho?, which is a software
package developed by python programs to analyze and generate words in Amharic, Tigrinya, and
Oromo [53]. This software package is freely available on the internet. It performs morphological
analysis (such as possessor, part-of-speech tags, root, gender, number, and person, tense and other)
of the word. For words, having more than one meaning returns the first n best analyses, which are

ordered by their estimated frequency.

Firstly, the researcher imported this package and gave the corpus to the analyzer. Then,
morphological analyzer (HornMorpho Software) processed and provided their part-of-speech tags
for every word for each sentence inside the corpus. Then, wrote on the file and performed the

frequency of tagged set at sentence level. This is used to know redundant tagged set in the

2 http://www.cs.indiana.edu/gasser/Research/software.html
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Ambharic text. In addition to this, extract basic syntactic structures based on probabilistic of

sentence to attempt and adequate weight of the correct syntactical form.

The algorithm suggests the most likely sentences according to the user entry of fragment the
sentence tags. To accomplish this suggestion, after accepting the user query term or inputs read the
corpus files and make computation to rank the suggested sentence. The ranker sorted in ascending

order based on the most consecutive tags values after and before the given input texts.

In this study, due to ambiguous meaning of words in the sentence some problems are anticipated,
such as missing the correct tags name in the sentence. Ambiguous refers to words that have various
possible tags (due to words having more than one meaning). Furthermore, some of the word that
are entered from the user or writer tagged as “other” even it has a correct tag set categories. As
mentioned before, due to the problem of the syntax analyzer, the researcher has not separated other
parts-of-speech tag without verb, noun, and copula. Since the system does not have a warranty,
whether the estimation it makes is right or wrong (because of the lack of all word classes). As a
solution, a user can rearrange words to make towards the correct syntax. In this approach, the
words that are not present in the corpus categorized as “other”. This implies that the system asks
special interactive session about the syntactic information associated with new words in order to
complete the needed information. Figure 3.6 shows the architecture of probabilistic POS system.
This diagram has included corpus data, preprocessing module, syntax analyzer, sentence auto-

completion engine, user input, and training set.

It is obvious that corpus data are the collected data from different source (see in detail in Section
3.1.1). The other component of this architecture is a preprocessing module that is used to handle
two major components, such as sentence and word tokenization. These components are used to
split document into sentence and sentences into word, respectively. User input refers to any text
that is inserted by anyone. Syntax analyzer is a software tool used to extract word tag information
(see in Section 3.1.1). The other major component of this architecture is sentence auto-completion
engine that is used two complete the next tag set. The context information is handled from the

neighboring of inserted word classes
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Thus, context linguistic information is learned from training data set to suggest the best probable

sentence contextually for the user.

Corpus
Data User input

4 )

Pre-processing module Tokenize

Sentence Word tokenization l
tokenization Syntax Analyzer

\. J

|
S
.8

module/HornMorpho software package

135 Sey/pJom

Syntax Analyzer

195 BEB1/pJOM

ser input tag

Trained word/tag set POS tag sentence auto-

completion engine

Sentence list

Figure 3. 6: Part-of-speech tag-based auto-completion architecture
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Firstly, the system calculates the syntactical information to determine what the next tag is so. If
one/someone input is provided into the system, it accepts and processes tag of every word. This
task was assign to an algorithm that described in Figure 3.7. The following table shows the sample

result produced by syntax analyzer and frequency counter.

Table 3. 2: Sample of list of sentences with tags and number of words in every sentence

Sentences with appropriate tag Number | Frequen

of word | cy distr.?

@it [other AON1D/V A/N PHLY/N OA@In 7¢IV A&.0/n 10+/cop 8 9

[mafto/other iskinoga/v lane/n jozih/n saw/n sra/v adis/n naw/cop]

OAZPH/N LS/ PAOETIN 26PN K2u-Iv AL1%PIV 10C/other 8 3
[baldgnot/n gizeje/n joabaten/n srawof/n ijajohu/v  idonok'/v

nabar/other]

At/n °17/other av-2/n (A-0/n 1@+/cop Noe/v N@-az@+/n 65/v 8 4

[isu/n gn/other muja/n balb/n naw/cop blo/v bawsanew/n s'ana/v]

RAICL: ATt ATE N9 AT 9°/jalmd #t'rat ind3i kamanm anansm 5 5

NA7Le/n ©P+/n v-atlother AF/n ac/v aaeemc/n APa/n eomee/n | 12 3

A28 /other aoqsf/n (LN £19G (elv

U7/ AaefH/n 299.9°0C/v Ar/other 7/n A00/n e /v 29030/ | 8 10

Table 3.2 shows sentence with word classes and length of sentences (number of words existed for

each sentence) and frequency occurrence of sentences in the corpus.

The concept of suggestion algorithm idea begins to calculate probability estimation for the tag of

the next word using the tag Markov model in [37]. In the next section, 3.2.2.1 and other

3 Distribution of sentences in the corpus
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consecutive sections (i.e. section 3.2.2.2 and 3.2.2.3) presents how to estimate probabilistic values
in detail.

Input:
sentL= sentence list in the corpus
Corpus= our prepared data set

User input= fragment of the sentence
Output:

Suggested sentence list
Initialize:

wordL={}

sentl={}

POSL={}

Dic=[]

For each sentl the in corpus:

For each wordL in sentl:
taggedset= "
For each word in wordL:
IF word has POS in Gasser:

For each tuple in POSL.:

IF length of tuple is not equal one:
For each str in tuple [1]:
IF str equal to POS:

taggedset=taggedset+W-+tuple[1][str]
Return taggedset

While strl less than length taggedset:

IF strl is not in Dic:

Dic equal to one

else:
Dic+one
If the user input tag sequence is, matched within pos tag model

The suggest sentence is taken as significant if the user is accepted
Else

The suggested sentence has less significant
End:

Figure 3. 7: Probabilistic part-of-speech tag algorithm
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The results produced by the algorithm (i.e. described in Figure 3.7) are shown in the table 3.1. To
suggest the next probable tags cross check the input word and tags within the tagged training sets.
In general, a system learns contextual information knowledge from probabilistic part-of-speech
model.

3.2.2.1 Probability Estimation

To model auto-completion we used information about the counts of N-grams and assess the
conditional probability of candidate words as the next word in a sequence-grams are token
sequences of length N. N represents an arbitrary numbers 1, 2, 3... The model of the auto-
completion can formulate as the ability to assess the conditional probability of the input word that
given the previous words in the sequence. In this research, N is not fixed it depends on user query
term word and character length to complete missing parts. If the user typed two consecutive words

the system taken as a trigram (i.e. N=3).

P(win) = P(w1) P(wz | wi) P(ws | wi,W2) ... P(Wn | Wi 1)

= [li=.n P(Wi | Wyi1)
Equation 3.2: Conditional probability formula
More formally, we can use knowledge of the counts of N-grams to assess the conditional
probability of candidate words as the next word in a sequence. A useful part of the knowledge
needed to allow auto-completion could be capture using simple statistical techniques. We used
statistical techniques to compute the probability of a sequence and likelihood of words co-
occurring. Further, rank likelihood of sequences containing various alternatives to assess it. N-
gram model uses the previous N-1 to auto-complete the rest. The N-grams work well for auto-

complete of word or phrase if the test corpus looks like the training corpus.
P (Wn | Wh-N+1 Wh-N+2... Wn-1)
Equation 3.3: The n-gram formula

3.2.2.2 Language Model

Ways of inserting words using the sequence of word are not context sensitive. The alternative

ways to include the neighboring context is achieved used maximum likelihood estimate (MLE).
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3.2.2.3 Maximum Likelihood Estimation

This can be used to make estimations of how probable a sequence of words is. The estimation is

based on how frequent the sequence in a corpus. For the sequence of n words the MLE is.

PMLE(S) _ C(wli\.]..,wn)

Equation 3.4: Maximum likelihood estimation formula

N refers to the number of sequences of length n in the corpus. For the estimation, one needs a
corpus, which contains all possible sequences to produces the probability. This is a practically
impossible and no corpus big enough exists.

One may decompose P(S) by:

P(S)=P(w1)P(W2|w1)...P(Wn,W1,...,Wn-1)= [ Li=1... P(Wi | W1,...,wi-1)
Equation 3.5: Probabilistic sentence vs. word sequence formula

While “S” is a sentence, or sequence of words, P(S) the probability of sentence S to appear in the
corpus, and P (wn, wi... wn-1) Which is equal to the probability of the word w, to appear after the

words wa,...,Wn-1.

The algorithm selects a word, set of words, or phrase able to complete the user input string. To this
end, the algorithm relies on the probability and the N-gram information provides the pervious step.
Put differently, taking the probability of the N-gram of the words in the corpus it calculates their
probability and selects the one's with higher probability values. After selecting the best N-grams,
the system provides the result to the user. Thereafter, the user applies selection if the required
sentence is suggested so. Even the system provides the top ranked sentences the user can cross

check whether the result is match or not.

3.2.3 TF-IDF Sentence Auto-completion Method
According to this study, the researcher focus on suggesting one of the given set of possible
alternatives in the remaining part a sentence in syntactic information and distance similarity, for
the given text. While contrast the problem of setting at hand in natural language, the researcher
discusses and proceeds into information retrieval approach. For instance, if two or more sentences

have one or more words in common, this is uncertain evidence of their similarity or difference.
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Since to solve this problem identify tf-idf score, this is become common in information retrieval

[41].
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User input
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Figure 3. 8: Architecture of tf-idf sentence auto-completion
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According to [28] information retrieval concerned with the construction of methods that satisfy a
users’ information need. However, the user has to encode the information need in a query. In this
paper, the researcher discussed the sentence retrieval model to complete a remaining portion of

user input string.

The above figure shows that the architecture of tf-idf, which contains several components, such as
corpus, user input, sentence tokenization, word tokenization, pre-processing module, and tf-idf
sentence auto-completion. Collected data is a data collected from different sources (i.e. discussed
in Section 3.1.1) to train the model after pre-processing unwanted data. Obviously, user input is a
string of text that given from the user. The other component is query-preprocessing package, as
mentioned before, which is used to applied some text operation, such as splitting document into
sentence and sentence into individual word. Sentence and word tokenization splits the document

into sentences and sentences into words, respectively.

To this ends, the algorithm read the corpus from training data set and split into sentence in order to
train the retrieval model. Then, calculate the statistical information of each sentence in the corpus.
Similarly accept an input from the user to calculate weight and compare the value. This task is
assigned for tf-idf sentence auto-completion engine. It calculates the weight of query term in the
sentence and sorts that calculated similarity value to produce completed sentence. In addition, the
tf-idf has frequency handle function that is used to count and handle statistical information about
the sentence. Moreover, the system has another function called similarity counter that used to
count sentences that contains the user query and to count the frequency of the user query term in
the corpus. In general, the tf-idf auto-completion component is check whether the input is some
similarity with sentences in the corpus or not. If there is some part of the query term is existed in
the sentence calculate the similarity and sort it in ascending order. Then, the systems try to suggest
the best probable sentences but might not the correct. To compute similarity weight of the term t in

each sentence the following equation is used.

TH-idf=5*log( =)

DF(t)

Equation 3.6: Modified tf-idf similarity measure formula
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While “N” is refers to the total number of sentences in the corpus, and “DF” is represents the
number of sentence in which term t occurs. “S” stands for a calculated similarity weight value of a
term within each sentence using n-gram overlap to solve the problem of standard term frequency in

the sentence.

Input:
Import different modules like re, codecs, 13
inilialize varaibles j=0, sentl, sentd={}
corpus file
tokenize this
while(j<len(senl)):
if senl[j] not in sentd:
sentd[sentl[j]]=1
else:
sentd[sentl[j]]+=1
increment j by one
dic=[]
for ww in (sorted(wdic.items(), key=itemgetter(1), reverse=True)):
dic.append(ww)
with codecs.open("SampleFregDicModel.txt","a","UTF-8") as out:

out.write(I[0]+"\t"+str(l1[1]) +\t'+"\n")

Figure 3. 9: Algorithms that Find Distinct Sentence List and Their Frequency
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The standard definition of term frequency refers to check whether term t occurs in the sentence or
not, this means that term t is the binary indicator. However, the researcher has considered may the
document inclusive some part of the user input string. Therefore, to find the overlap of the term
within each sentence, the researcher used word N-gram. Obviously, n = 1, 2, 3, which are referred
to as a unigram, bigram, and a trigram models, respectively. While bi-gram predicts the probability
of occurrence of a word based on the previous one word, tri-gram involves two words. It used n-
unigram language model to compute frequency of occurrence of words in a given user input text.
In this research, each distinct sentence has taken as document. Based on this the calculated results
are sorted in ascending order to be suggested the best alternative sentences, if the calculated value
is greater than or equal to threshold value.

3.2.4 Hybrid Sentence Auto-Completion Method

In this section, researchers present the hybrid sentence auto-completion method.

< User Input >

1

Tokenization v
Data pre-processing

Document
collection

Auto-completion module

Distance Probabilistic TE-IDF
Similarity POS auto- Similarity auto- "USer input > Training
auto-. completion completion
completion ¢———— set/corpus

Sentence

Sentence list

Figure 3. 10: This plot figure shows hybrid sentence auto-completion

The reason of developing and designing this system is, on one hand, the number of similarity
values of the sentence existed in the corpus increased and on the other hand, the performance of
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the system various when the algorithms ran individually. Accordingly, the hybrid method designed
and developed to reduce the number of similarity values of the sentence and to increase the
performance of the algorithm. As mentioned above, this method considers three parameters, such
as length, part-of-speech tag and tf-idf. The architecture above in Figure 3.9 was designed to
clarify it. The architecture contains a number of components, such as user input, tokenization, and
auto-completion module, document collection, data pre-processing, training data set. While user
input is a term that is inserted by writers on the graphical user interface whereas a tokenization is a
process that breaks the user input string of texts into words, or other meaningful elements known
as tokens usually by looking for whitespace to further processing it. The auto-completion module
contains distance similarity, probabilistic POS model and TF-IDF similarity sentence auto-
completion. These three methods are explained before in detail. Thereupon, the text part is send to
auto-completion module. The document collection is refers to the collected data. Data pre-
processing is another component of the architecture that used to clean the unwanted data. In this
component, some data processing technique are applied to clean the unwanted data and
tokenization is applied. As mentioned before, the nature of the collected data are not only
contained Amharic text since the unwanted data was cleaned away. Then, apply tokenization,
which is the act of breaking up an order of string into sentences and words. In the process of
tokenization, some tokens like punctuation marks are discarded. Other tokens become the part of

training set. Training data set is our corpus that is used to train the model.

As mentioned before, statistical information has taken from three basic components such as
distance similarity, probabilistic POS models and TF-IDF similarity.  Obviously, these
components have used statistical information to complete missed part of user query term.
According to user query, the system automatically suggests the best probable sentences depend on
their statistical information. The novel idea of this algorithm is to predict the missing parts of a
sentence complete contextually by considering neighboring of word classes or tags. Even though
the algorithm completes the sentence automatically with the consideration of statistical
information, it does not promise to keep the language syntax structure. It is because the tag
sequence of sentences is not integrated with the three algorithms. That is why this study tried to

integrate the above-mentioned algorithms to address the problem on this study.
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3.2.4.1 The Hybrid Sentence Auto-completion Algorithm

Hybrid sentence auto-completion algorithm guesses the best probable sentence to satisfy user
requirement based of the above listed parameters. The researcher believes that the algorithm
predicts the sentence that should be more frequent, shortest length (less than or equal to the
average length of Amharic, which is discussed in detail in Section 3.1.2) and having a correct
syntax structure. An English grammar book defined sentence is looks like following [79]:

“A sentence is an arrangement of words that makes complete sense. It must be

meaningful. It must, at the same time, be acceptable the speakers of the language ” /79].

Therefore, to get such type of sentence in this study has tried to combine some parameters,
hereinbefore, as the name indicated the hybrid sentence auto-completion system is bundled from

three different systems, such as distance similarity, part-of-speech tag and tf-idf.

Thereon, the performance of each system is a high difference among them. Consequently, this
system does not miss the contribution of each system. Therefore, in order to get a good sentence,
the researcher found the weight of each system to be even-handed the individual system and to

advance the summation of each system rather than simply adding the similarity value as it is.

However, assigning a weight for each method is not straightforward, first taken the performance of
each system from the experimental results. Then, calculate the proportional approximate value of
one system over the other. As mentioned before, however, the researcher does not offer an equal
chance of suggesting best sentences for all system. As a result, these systems have achieved a
precision value of 21.21%, 31.82% and 80.03% performances of distance similarity, pos tag and tf-
idf, respectively. From this, we can calculate a contribution weight of each method to a total.
Accordingly, the three methods achieved value is 21.21%, 31.82% and 80.03% from 133.06%.
However, the value from100 percentage is 16%, 24% and 60%, as order already mentioned.
Therefore, the weight of distance similarity is covered with regard to tf-idf and pos tag precision,
the weight of probabilistic pos tagging is covered with regard to tf-idf and distance similarity
precision and the weight of tf-idf similarity is covered with regard to distance and pos tag the

contribution weight of each method is 0.16, 0.24, and 0.6, respectively.
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The question is how hybrid system sorts similarity value. To calculate these, firstly, accept the
calculated similarity value from each system. Thence, multiple each with the above mentioned
contribution weight. In general, to find the similarity of user input string for each sentence in the
corpus that contains the user input string and to sort in ascending order, hybrid system used the
following derived equations.

H=0.16*get simD () + 0.24*get simPOS () +0.6*get simTF-IDF ()

Equation 7: Equation used to calculate the weight in hybrid system

While “H” is refers the calculated similarity value using the above equation. The get simD (), get
simPOS () and get simTF-IDF () are functions used to accept the similarity value of the sentence in

distance similarity, POS tag and tf-idf algorithms.

Clearly, consider the following sample output examples, if s/he is provided an input to the system,
firstly, calculate the similarity of this inputted term with each sentences in the corpus using the

above three mentioned methods.

Figure 3. 11: Sample output sentence similarity vs. user input string for each system

Sentence list Distance similarity Pos tagging Hybrid
sl 0.6 0.34 0.8 0.6576
s2 0.4 0.24 0.5 0.4216
s3 0.43 0.41 0.3 0.3472
s4 0.56 0.14 0.34 0.3272
s5 0.89 0.15 0.4 0.666

Then, multiply each value with the weight of each system. Then after, add that result to sort
sentences. As discussed above, the above table shows that one sentence has three values.
Therefore, it requires algorithm that used to calculate the distinct weight of the sentence using
hybrid method.

In the above table, the last column name i.e. hybrid is the calculated similarity values.

44




Input:
Read the corpus
Split into sentence
Split into word
User input- initializes
Get syntax analyzer
Tag untag words
Get the probability sequence of tag from POS probabilistic model
Get distance similarity
Get tf-idf weight
Assign the weight of each system to some variable
Calculate the similarity weight using the hybrid system

If the probability of the entire sentence greater than or equal to
the expected threshold value

Suggest sentences which is taken as correctly suggested

Else

The suggested sentence might not be significant

End;

Figure 3. 12: Algorithm of hybrid sentence auto-completion

In general, the hybrid algorithm printed out the above sample sentence looks like: s5 first, then,

s1, s2, s3 and s4, consecutively.

Fortunately, the following table shows the result obtained from the hybrid sentence auto-

completion. The tabular table consists of two-column value and eight rows. The first column name
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represents User query term, which is a combination of words typed by the user and missed parts of
the sentence. The bold phrases or a word is refers to the missed parts of the sentence whereas texts

that are not bold represent user inputted string. The second column name shows that the value that

printed out using sentence auto-completion.

Table 3. 3: Auto-completion sample output examples

User Query Term

Suggested Sentence

aoi-f AN A PHY D+ ¢ KA. 107/
mafto iskinaga lane jozih saw sra adis naw

aoi-f ALY A% PHY D+ ¢ A0 10+
mafto iskinaga lane jazih saw sra adis naw

0AB T LHS PAOET 22¢-PT hPu- ALY 1NC
boldznot gizeje joabaten srawof ijajohu
idonak' nabar::

NASYT L PAOEY 22¢-P T hePu- hLIP 10C
baldznat gizeje jaabaten srawotf {jajahu idanak’
nabar

Al 17 9@ (100 10 e ND-4z0- 0

isu gn muja balb naw blo bowsanew s'ana

Al °T7 ao-f (1NN 10+ o ND-AZD- 6F
isu gn muja balb naw blo bawsanew s'ana

(Hav HSR Pu-tavt avdse U1e-F7 210 (LUP9°
NGO QUA aow it (RS OTHTS. _ tavssp 104

bazamanu zanawi jahtmat masarija bahagarat/n
janabara bihonm banoraw bahl masarat baids
jotazagadzu tomaray' nabaru

(Hav HavGP Py-tavit avd P NU1CTF7 210L (LP79°
NGO QYA aow o (WS OHHTE. aPaV&ET +avsep 114

bazamanu zamanawi johtmat masarija bahagarat/n
janabara bihonm banoraw bahl masarat baidz
jatazagadzu mas'ahftun temarat]' nabaru

NA@-rF 047 aPAdT OACAT HAaT
katwnat jarak'an masasat bairgt' tasasata

Nh@-1t 2447 aadt (ACT taat
kaiwnat jarak'sn masasat bairgt' tasasata

AL AOIC Tl o8l (17 PLALTAY TéT 4.60PPA
AAF@- U-AT TR PET AL 0TI PN AdtANL

joitjop'ja igr s federefn jadisiplin t'fat
fas'amawal balatfow hulat tatf'awatfotf laj
joaganzab k't'at astalalafa

AT KOG A0 4.8l 17 PLNTA? Tl 4.09PPA

joitjop'ja igr s federefn jadisiplin t'fat
fas'amawal

U7 AavfH PU19°NC AT 7 A0 e 2P FA
hulun lamajaz jamimokr and k'an ibab tfa'bt'o
jmotal

U7 A9PPH PUL9PNC AT D7 A eI 2P T

hulun lamajaz jomimokr and k'an ibab ff5'bt'o jmotal
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CHAPTER FOUR

Implementation, Experimentation and Evaluation
To answer the primary research questions, the researcher calculated the tag frequencies and the
sentence frequencies of each sentence as well as length. Accordingly, in this chapter, the
researcher will discuss the implementation of the prototype and the tools used for its
implementation and the development environment it used to implement the user interface of the
prototype and the experimentation of the study and its results in detail and will analyze these. To

this end, the implementation of the study and the tools used in it will be discussed first.

4.1 Implementation

The purpose of developing a prototype was to demonstrate the experiment of the proposed context-
sensitive sentence auto-completion system for Amharic text. In order to implement the algorithms
and make the necessary experiments on this system, the researcher has used the python software
with 3.4 versions. In Section 4.1.1 below, the tools used to develop the prototype and the

development environment used to develop it will be presented in detail.

4.1.1 Tools Used and the Development Environment
The rationale for using the programming language and developing the prototype was, on the one
hand, the fact that the nature of the collected data contained both Amharic and English texts, on the
other, there was no standard evaluator to evaluate the performance of the sentence auto-completion
system. Therefore, the researcher has used java and python programming languages to clean the
collected data and to develop the prototype, respectively. Accordingly, Java NetBeans IDE 8.02
versions were selected to clean the corpus. As mentioned before, the python software was one with
3.4 versions. The researcher has not made any comparison between these selected programming

languages.

Python is an effective programming language with a remarkable support in order to get the
prepared statistics information from linguistic data. It has an efficient and a high-level data
structure with simple but effective approach to object-oriented programming. In addition, its
syntactic and dynamic typing features with its interpreted nature make it a powerful language for

scripting and rapid application development [61,75].
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Further, python supports what is called “Unicode” standard, which is a standard designed to allow
characters from almost all languages in the world. The two characters “\u” followed by the
hexadecimal (base 16) code for the character in the Unicode tables will represent that character.
Python has a mechanism to assist these Unicode character “modules”. A module is a collection of

functions (and other materials) which can be imported into a script and used within that script.

4.1.2 User Interface

The purpose of the developed interface was to evaluate the performance of the proposed system
run on the prepared corpus. The interface has some user interface components that can facilitate
the process. The interface to perform this operation is shown in Figure 12 below. These
components are:

o Buttons — to initiate the suggestion process and to display the alternative

sentences for the writer.
o An Input Area— to write the desired fragment of the sentence or words. In addition,

Menu items are included.

-

t? **Design a prototype /A77C5/ for Amharic Lanaguage version 1.0** = | =] 24

File Edit WView Comment ReVWiew Help

ao-tv FFA-1IC ATTNVTF PAE1 14 Phont hed ehan-lll

Click On This

Figure 4. 1: Screen Shot of Sentence Auto-completion User Interface

The above figure shows the visible graphical user interface. A writer must write some portion of a

sentence to initiate the suggestion engine. The inserted text is an unstructured text that can observe
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the sample of the entered text on the graphical user interface as shown below:

-

c? **Dezign a prototype /A7ICY/ for Amharic Lanaguage version 1.0** = G =

File Edit Wiew Comment ReView Help

av- FEGFA-1IC ATTVE+ A S1r14Y etony hed eniall
AT AT

Click On Thisl

Figure 4. 2: Screen Shot of the User Input String

After inserting the user input string, a button-clicking action is applied to initiate the auto-
completion engine. Then, the algorithms will calculate the probability of a sentence to provide it.
As mentioned above, based on the calculated similarity score value, the system suggests the best

sentences but may not be correct.

Figure 4.3 below shows the predicted sentence displayed on the graphical user interface. If the
suggested sentence does not match with the sentence the user requires, the user can still write the

next word or edit it.
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[0.06611570247933884, 0.07692307692307693, 0.086956
428, 0.11428571428571428, 0.11428571428571428, 0.117
1352941, 0.13333333333333333, 0.13333333333333333, 0

38:: .? **Design a prototype /A77CY/ for Amharic Lanaguage version 1.0** = [[=] 28 |W6666666|
?5, File Edit Wiew Comment ReView Help 5??42’ O
YUMo\ FC54-11C ATTVE T P95 Fr147 etonr hea eioa-l IR EYar:y

285 AL “TAT
308 AELSG TN &R e

| Click On This |

Figure 4. 3: Screen Shot of the Predicted Sentence

Based on the window size, when the user inserts a word or a phrase to get a full sentence, the
system suggests incrementally up to five alternatives. As mentioned above, if the users’
requirement is fulfilled, they can select the predicted sentence; otherwise, they can edit or type the
next word of the required sentence. Further, the above screen shot background floating number

figure denoted that the sample of the calculated similarity value.

4.2 Experimentation of the Study

The auto-completion algorithms for Amharic text will be trained on the already-prepared corpus.
As mentioned above, the researcher will also prepare another test set of sentences, which is a
disjoint set of training set. In general, the algorithms would be trained on the training set and

evaluated on another test set.

4.2.1 Evaluation of the Methods
As mentioned and explained in Chapter Three, in order to test the algorithm, the researcher
prepared sixty-six sample input sentences and a small training set containing all the sentences. The
user inserts into the system the first few words or phrases of the required sentence and the system
suggest the remaining part of the required sentence incrementally (i.e. plus one word or fragment

of sentence each time). The system will then produce a list of words or phrases that are able to
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complete the user input. The evaluators will give the same input words or phrases for each system
to get the best sentences. As mentioned above, to investigate the effectiveness of the prototype,
five volunteers were selected for this study through the same criteria as in [66]. These criteria are
(1) having a computer ability to be utilized word processing for a minimum of two years, (2) being
high school age, (3) having had no formal instruction of the use of auto-completion system, and
(4) having had prior experience of accessing a computer (either standard keyboard or alternate

access devices).

For each system, evaluators entered 77 inputs trails to measure the performance of a prototype.
The number of input has selected randomly from the test set. In order to complete missed part of
the sentence the user entered various input length on the GUI of the prototype. If the system output
does not match with the required sentence, s/he can type the remains part of the sentence to initiate

and refresh the suggestion engine.

The correctness of the systems having depends up on the majority of user acceptance of the
suggested sentence. That means from five evaluators, if the three of them could accept even two of
them does not accept, the researcher takes this as the result is correctly suggested by the system.

Further, the experimental results are show in the following section.

4.2.4 Result of the Experiment
In this section, we mentioned and explained how the result is performed after the experiment was
done. The experimental results were explained in tubular form as shown in the table 4.1, table 4.2,
table 4.3 and table 4.4; these every all table contained 6 columns and 11 rows. To calculate the
result every table groups categorized into correctly suggested and incorrectly suggested, sentences,
based on the number of input typed on the system. It also showed the number of correctly
suggested sentences and the number of missed sentences among the test set. The column name
numbers of sentences test represent the total number of test sentences. The column name Length of
sentence represents total number words contained in each sentences. The column name Number of

Input represents the total number of inputs required to be suggest missed word for each sentences.

In general, we discuss the result for every model in the following consecutive sections. In Section
4.2.4.1, we show the experimental results using distance similarity matrix. In Section 4.2.4.2,

shows the experimental result that provided by probabilistic part-of-speech tagging. In Section
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4.2.4.3, shows the result that produced by similarity weight matrix using frequency of terms and
sentences in detail. Finally, in Section 4.2.4.4, presents our novel method that is known as hybrid

sentence auto-completion results and summarized precision results for every model in a table.

4.2.4.1 Results of distance-similarity-sentence auto-completion

The experimental result of distance similarity model was presenting as follow.

Table 4. 1: Test results of distance similarity auto-completion

Order Number of Length of Number of Correctly Incorrectly
number sentence sentence Input suggested suggested
1 1 9 8 0 1

2 2 13 12 1

3 2 14 13 0 2

4 3 11 10 2 1

5 4 8 7 1 3

6 5 10 9 1 4

7 7 4 3 1 6

8 10 6 5 1 9

8 12 7 6 2 10

9 20 5 4 5 15
Total 66 87 77 14 52

In Section 4.2.4, the columns name represented the order number, number of sentence, and length
of sentence, number of input, correctly suggested, and incorrectly suggested. The last two columns
name, correctly suggested and incorrectly suggested represents the number of sentences match
with user required and missed the required sentences respectively based on user input. Since,
therefore, table four shows the number of sentence that correctly suggested 14 from the 66
sentences. However, the system was suggested 52 sentences incorrectly. In general, the system

result shows that some improvements wants to make towards correct sentence.

52




4.2.4.2 Results of Probabilistic POS Sentence Auto-completion

In this section, the result of the probabilistic part-of-speech tagging model has presented. This
model shows the sentence that produced based on this model after certain inputs have inserted

from the user.

Table 4. 2: Test results of probabilistic POS sentence auto-completion

Order Number of Length of Number of Correctly Incorrectly
number sentence sentence Input suggested suggested
1 9 8 0 1
2 2 13 12 0 2
3 2 14 13 0 2
4 3 11 10 1 2
5 4 8 7 1 3
6 5 10 9 3 2
7 7 4 3 2 5
8 10 6 5 3 7
8 12 7 6 5 7
9 20 5 4 6 14
Total 66 87 77 21 45

As mentioned before, the above table shows the result provided by probabilistic part-of-speech
tagging. As a result, the system suggests missed part of sentences contextually. The system was
observing the consecutive tags of user inputs to make correct sentences grammatically. In general,
the above table shows the system was predicting 21 sentences from 66 test sentences. Unlikely, the

remaining 45 sentences were incorrectly predicting.

In this system, the number of errors occurred while text processing, such as object-verb inversion,
subject-verb agreement missed (i.e. like plural subject is inserted but the verb showed singular)
since it expected check whether the sequence of consecutive word and tag are correctly matched or

not.
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4.2.4.3 Results of tf-idf Similarity Sentence Auto-completion

In this section, the experimental result is presented that was provided by tf-idf similarity using
frequency of query term sentences as follow in table 4.3.In this system the numbers of incorrectly
suggested sentences were 13. The system suggests 53 numbers of correct sentences from 66 trails.

In general, this system has a better result achieved rather than the above-mentioned systems.

Table 4. 3: Test results of tf-idf similarity sentence auto-completion

Order Number of Length of Number of Correctly Incorrectly
number sentence sentence Input suggested suggested
1 1 9 8 1 0

2 2 13 12 1 1

3 2 14 13 2 0

4 3 11 10 2 1

5 4 8 7 2 2

6 5 10 9 3 2

7 7 4 3 6 1

8 10 6 5 8 2

8 12 7 6 10 2

9 20 5 4 18 2
Total 66 87 77 53 13

4.2.4.4 Results of Hybrid Sentence Auto-completion

In this section researcher, present the result produced by hybrid sentence auto-completion. Thus,
sentence auto-completion achieved a better result than the three auto-completions. As shown in
the following table, the result correctly suggested sentence by the system was 54 and the system

incorrectly suggested was 12 from 66 trails.
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Table 4. 4: Test results of hybrid sentence auto-completion

Order Number of Length of Number of Correctly Incorrectly
number sentencetest sentence Input suggested suggested
1 1 9 8 1 0

2 2 13 12 2

3 2 14 13 1 1

4 3 11 10 2 1

5 4 8 7 3 1

6 5 10 9 4 1

7 7 4 3 6 1

8 10 6 5 8 2

8 12 7 6 10 2

9 20 5 4 17 3
Total 66 87 77 54 12

In general, the following table shows the summarized result produced by each sentence auto-
completion system and the calculated precision values. In this work, only the precision results have

calculated for each system.

The tabular table contains five column names, such as number of trail inputs, precision of Model
A, precision of Model B, precision of Model C and precision of Model D. The first column name
represents the number of trails that inserted into the system to evaluate a prototype. The second
column name represents Model A, which is stands for distance similarity auto-completion
precision value for each trail. The third column name represents Model B this refers to
probabilistic part-of-speech tagging auto-completion precision value for each trail and the fourth
column name represents Model C refers to tf-idf auto-completion precision value for each trail. In
addition to this, the last column represents Model D, which refers to the hybrid auto-completion

precision value for each trail.

The precision of the algorithms for a test set is the number of correctly suggested that is accepted
by the user over the number of all proposed test sets (Equation 8). To this ends, the researcher

calculated the precision value using the following formula:
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o Number of correctly suggested sentence
Precision = * 100%
Number of test sentence

Equation 8: Formula used to calculate the precision

Table 4. 5: Precision results for each system

Number of Precision Precision Precision Precision
trail Inputs % model A % model B % model C % model D
8 0 0 100% 100%
12 66.67% 0 66.67% 100%
13 20% 0 80 80%
10 37.5% 12.5% 75% 75%
7 33.33% 25% 66.67% 75%
9 29.41% 23.53% 73.33 76.47%
3 25% 25% 72.72% 79.17%
5 20.59% 29.41% 75% 79.41
6 19.57% 32.61% 73.91% 80.43
4 21.21% 31.82% 80.03% 81.82%

As it can be noticed from the table, the result was calculated only precision score based on the
number correctly suggested sentence and number of test. Accordingly, the above table noticed
that the precision value of distance-similarity-sentence auto-completions achieved 21.21% from
the total number of 66 trails. Whereas the probabilistic pos tag sentence auto-completion achieved
31.82% and tf-idf auto-completion achieved 80.03%. Further, the hybrid method achieved 81.82%.
Therefore, this table result shows that the hybrid system is significant for Amharic sentence-

completion system than methods that are particularly run.
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Figure 4. 4: This plot shows number of input vs. precision value

The above plotted figure noticed that both Model C and Model D have shown a better precision
value than the other. In contrast, pos tag and distance similarity has shown low precision. The

other models also show their significance performance precision value on the graphs.

f, 80.03%

Figure 4. 5: This Pie Chart Shows the Significance of distance similarity, pos tag and tf-idf
methods
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In addition, the following figure shows the contribution of each method to a total.

Weight of each method

M Distance M postag ® tf-idf

60%

Figure 4. 6: This Pie Chart Shows the Contribution Weight of each Method to a Total

Further, in Figure 4.7, shows the significant precision percentage value of all methods that used in

this study.

Distance,
%

Figure 4. 7: This Pie Chart Shows the Significance of all Methods’ Used in this Study
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4.3 Discussion

As it is already indicated in the previous section, the experimental result shows that there is a
difference in all methods with regard to suggesting the required sentence. Therefore, Humans can
edit and determine the clarity of the sentence easily. Indeed, the researcher discusses the
summarized experimental results for different scenarios that were conducted in each algorithm

with different analysis of experimental result.

4.3.1 Discussion on the Result of Distance-Based-Sentence Auto-completion
As we have seen from the experiment result, completion of the remaining part of the sentence
using distance similarity achieved a low performance. The reason behind this is that the system
considers only length. This implies that it has a low significance for sentence auto-completion.
However, if we integrate it with the alignment of a word, the performance of a system may
increase. That means rather than length it is also better to consider also the position of words. In
general, it is impossible to say the system has not significant to sentence prediction. Even though
the system achieved a significance of 21.21% for sentence auto-completion, it is not significant for

the system that requires the frequency of the sentence in the corpus.

4.3.2 Discussion on the Result of Part-of-Speech Tag-Based-Sentence Auto-completion
While using probabilistic part-of-speech tag method, the algorithm achieved a better performance
result than distance similarity. It used us to handle the syntactic information of the sentence.
However, the performance of the system is still low. The reason is, on the one hand, when we give
the list of word to syntax analyzer; it produced most words of tags as a noun. On the other hand, it
produced a tag of words as a noun or a verb even the word in the sentence has other tags category.
In addition, the probabilistic part-of-speech models include longer sequences of tags. It is difficult

to train the model using these researcher methodologies.

In general, the morphological analyzer accepts an input of sentences of a word and produces an
output of sentences of four basic word tags, such as noun, verb, copula, and the unknown part of
word as others. The other factor is redundancy of sentences and tags are not equivalent. The
performance of probabilistic part-of-speech tag sentence auto-completion achieved 31.82%. This
implies that it is low significance to sentence auto-completion for Amharic text but better than

distance similarity sentence auto-completion method.
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4.3.3 Discussion on the Result of TF-IDF Similarity-Based Sentence Auto-completion
Among the three various methods used to investigate the significance of sentence auto-completion
, the researcher believes that the best sentence prediction method is tf-idf. Thus, tf-idf method
is the most significant method for this study. The performance this method has achieved 80.03%
precision value. Other researchers in [26] have also achieved up to 90% precision. However, they
have considered only the initial fragment of the current sentence as input and have used domain
specific dataset, disregarding all the preceding sentences and inter-sentential relationships.
However, in his work, the researcher considers the input of words in the sentence may be

inclusive.

In short, this implies that tf-idf based sentence auto-completion is high significance for the
Ambharic sentence auto-completion than the other two already mentioned. However, this
performance is not sufficient for Amharic sentence completion. It requires several improvements

like integrating the alignment of words and trained by a large data set.

4.3.4 Discussion on the Result of Hybrid Sentence Auto-completion
As it can be noticed in Table 4.5, the systems suggest a good accuracy result in tf-idf similarity
system. However, in principle, the fact that the methods of sentence auto-completion for Amharic
language involve completing user input string does not mean that prediction based upon sentence
tf-idf. It does not mean that length or syntactical information frequency only. Instead, a particular
method of sentence auto-completion, for this target language, the system can learn knowledge to
predict the best sentence from all methods.

Scholars in [39] suggest that if syntactical information was integrated with other techniques, it
might increase the accuracy of the system. Another researcher also in [56] argues that N-gram was
a better result achieved for sentence completion. This implies that sentence auto-completion may
require hybrid method to achieve better result. Accordingly, in this research work, the performance
of the developed hybrid system was also achieved 81.82%. This system achieved higher precision
value than the other did. This implies that hybrid sentence auto-completion is better for the

Amharic text suggestions. However, we cannot say the performance is sufficient. In general, to
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some extent, in this novel method, the error rate was reduced and more correct sentences were

produced than the others that particularly run system.

Furthermore, in this method, the word order does not matter on sentence completion. Instead of
said does not match, the system suggests right answer you are not looking it. For example, if s/he
follows unusual writing sentence like “hede tmhrt atonak'o”, the system rearranges the position of

words in the sentence to make acceptable sentence that make (i.e. tmhrt atonak'o hede).

However, this system might not solve sentences that have ambiguous logic, for example like
“h&I%% PAGET U0 AT 10, (“idmeje joinaten hulat it'f nawu”). In this particular sentence, there
is no syntax error but the logic may not be true. The proposed sentence auto-completion system
might not solve such type of grammar error. The syntactic error was handled by probabilistic pos
tag model. Furthermore, the researcher observes some writers are challenged by the problem like
object-verb inversion. The verb appears before the object, and this make the sentence become out-
of-your depth. However, in this thesis work, the novel idea of the system is word order does not
matter. Since, such type of error has been tried to be handled using tf-idf method. This is not the
only option to accept suggested sentence; if you want, you can edit the sentence to become toward
the correct sentence. The other thing might not have knowledge about tenses that make the correct

tense in the sentence.

Generally, as mentioned above, the test data consists of 77 inputs. The researcher ran each
experiment on all texts and observed the significance of the similarity score value for each system.
Accordingly, the test shows that:

v" The hybrid auto-completion algorithm is significant if the statistical similarity score
value is greater than 0.3.

v’ Other three auto-completion algorithms, such as distance similarity, pos tag and tf-
idf is significant, if the calculated similarity score value should be greater or equal
to 0.5.

In addition to this, some challenges have faced when the auto-completion algorithm suggests the
best alterative sentence to satisfy user requirement. From the list of faced challenges, the first

major challenge encountered was which words are suggested to complete a sentence whether a
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word suggested by distance similarity or tf-idf similarity. That means both distance similarity and
tf-idf similarity techniques suggested that the missed part is verb but the predicted word is
different. Thus, selection and sorting of such type of ambiguity was the challenge of this thesis
work. The reason why this is that we do not using and include semantics information in our corpus.
For example, the first reason of reduced performance of the system was the ambiguous nature of

the phrase like “s'geradawa ababa”, such type of fragment using this system is difficult to predict the
next word.
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CHAPTER FIVE

Conclusions and Recommendations
In this chapter, the methods followed to conduct the study are summarized and the results found
are stated in brief. The chapter also deals with what should be done to solve the problems

indicated.

5.1 Conclusion

Based on what has been found out as a result of the research study which has been stated in the

previous chapters, the following conclusions are drawn:

Currently, one of the known research area in artificial intelligence is auto-completion. Auto-
completion is a familiar feature, while text processing, which was used in several applications such
as UNIX shells, modern text editors, web browsers and so on. However, this study has produced a
context-sensitive sentence auto-completion for Amharic text. Sentence auto-completion is a

research area, which is used to complete the missing part of a sentence.

The first system that means by using distance similarity auto-completion, the algorithm was
achieved 21.21% and the second system means by using probabilistic part-of-speech model the
algorithm was achieved 31.82%. However, from the experiment results these two methods imply
that they have low significance for sentence auto-completion that runs in particular. Inside the
major problem, there are several sub problems. As a solution to solve this sub problem, the
researcher adds and test using tf-idf and N-gram overlap. This combined algorithm achieved a
better result than the other two algorithms. The algorithm was achieved 80.03%. This implies that
tf-idf has achieved better result than the other two. It has a better significant to sentence auto-
completion for Amharic language. Additionally, this study has designed and developed the hybrid
sentence auto-completion technique that includes a number of constraints, such as length, pos tag
and tf-idf sentences information from the corpus. According to the experimental result, a better
accuracy of 81.82% has achieved in hybrid method. To get these results, in general, this study has
conducted collections of domain independent data set from Internet and Walta Information Center
Agencies. In addition, according to the study, it can be concluded that if one/someone inserts a

small portion of the sentences, the system can be completed successfully. Clearly, the hybrid
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system has presented and tested for the Amharic language to complete the required sentence; and

the system achieves a good performance and meets the objective of the study.

As mentioned and explained above, hybrid method achieved a better result but it requires some

improvement to raise the effectiveness of sentence auto-completion.

5.2 Contributions of the Study

This study introduces context-sensitive sentence auto-completion models for Amharic text that
propose the most likely ranked suggestion sentences for the user. In this study, different related
recent works for English, Hebrew, Swedish, and German languages has been observed. However,
the morphological and distributional characteristics of the Amharic language provides a challenge
to directly apply the methods proposed for languages like English and German for Amharic

sentence auto- completion.

As the aim of this research work was to investigate and design a context-sensitive sentence auto-
completion and implement a prototype of algorithm, it has also the following minor contributions:
v Prepared and analyzed Amharic tagged sentence of the corpus for sentence completion,

v Develops a sentence auto-completion method for Amharic, based on distance similarity,
pos tag and tf-idf based measure, which can minimize the amount time complexity during
text processing,

v Development of a sentence completion method for Amharic based on morphological
analysis (part-of-speech category of a word), this can provide an efficient grammatical
arrangement of words in the sentence without human intervention,

v Investigated and implemented an integrated method called hybrid from distance similarity,
Part-of-speech tags and TF-IDF similarity,

v Develop and evaluate our new proposed methods to compare the results.
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5.3 Limitation of the Study

In this study, the hybrid techniques achieved a better result rather separately running techniques

but due to different factors, the researcher considered only the Amharic language.

In addition to this, thought experiment, the system also lacks intuition to predict a sentence that
includes a word like tomorrow is Monday or Tuesday. Instead of this, the user can add and edit
their words to make correct sentences. In addition, the researcher does not consider the order of

words in the sentence and punctuation marks.

Another limitation of this thesis work is that it does not consider the user pattern. Moreover, the
evaluation has focused on the probability of correctly suggested sentence that lies within the same
equivalence class as the sentence that a user is inserting. The time that is needed to make a
prediction is also a very important factor. If s/he is typing faster than the system is retrieving

proposals, then it is useless [56].

Even though the researcher implements and evaluates some mentioned methods, the study cannot
include all other parameters and test using different methods. However, to some extent to develop
and design sentence auto-completion used three techniques such as distance similarity,

probabilistic part-of-speech tag and tf-idf. In addition, the researcher also employs hybrid of them.

5.4 Recommendation

Based on the research findings of this study, the researcher puts the following as major

recommendations:

To increase the performance of sentence auto-completion, additional works should be conducted
on semantics analyzer to consider the order of words in a sentence and to consider the meaning of
sentences, automatic Amharic parser, and spell checker and word sense disambiguation and so on.
Furthermore, the part-of-speech method used a long sequence of tags since it is difficult to handle

using this researcher method. Therefore, it is better to use neural network to train a model.

In addition to this, the current system achieved nice performance just because it completes the
sentence started by user learning from the corpus. However, users also want if the machine

completes their ideas or thoughts. Since people sometimes start an idea and could not complete

65




which might arise from lack of deep understanding about the issue or forgetting the idea or soon.
Therefore, as mentioned above, auto-completion system should also take in-depth morphology and

syntactic and even semantic information in to account to help users in completing their ideas.

Moreover, the researcher also recommends designing the system able to learn the user’s pattern
from a long time usage to make the system adapt the user behavior. Besides, future researchers
may integrate this proposed system for mobile phones and speech recognition. In addition, to adopt
the system for other languages, it requires some modification like dataset, and grammars. The
researcher has also observed no standard evaluation performance measurement for non-inflected
languages. Hence, it is necessary to establish a standard evaluation that allows the comparison
between different systems. Finally, the researcher believes that the above-mentioned should be
integrated to produce a meaning full and best sentence into writing packages
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Appendex A

Corpus sample in IPA

jot'or hajlu nbratotf makakal barusija jetasaru towagi? bomb t'ajna ag¥ag“az awroplanotf jganalu:
twasonalatf:: joangola amakaj jobahd dar jeajer huneta bakromt sentigredna babaga sentigred naw::
angola hulat wak'totf al*“at:: inazihm darak'na znabama natfaw::jsawroplan marafijawotf kanazihm jaasfalt
mandardarija jalafow angola josafa jomagW¥ag¥aza awtar binoratm bagize malafna t'ornat mknjat
mangadotf asfalagi t'gana altadaragabatfowm:: baandand botawotf aJkarkariwotf mat'fo botawotin lamalaf
silu kemangad wY' jnadalu: indszih kemadrag bafit gn bamangad dar jalu bamaret wst' slatak'sbaru
foandziwot jamijasta'nak'k'u mlktofn mastawal jasfalgal:: jeangola ikonomi tlk' lawt' asajt¥al: jerub mita
?Pamat t'ornat jasadarabat tas'inon alfo zare ba?alom wst' baft'nat bamadag laj kalut ikonomiwot
jmadabal:i.e.a. jatfajna eksimbank g bilijon br Isangola abadr%¥al:: jh ganzab inda mangadol jalutn
joangola masaratawi tak"™amotf lamajafal jamiwl naw::lalibala baitjop'ja beaamara kIl bak'sdmow jawalo
kfla hagar jamtgan katama natf:: laj jamtganaw jalalibala katama kabahr ta'lal balaj metr kafta jalat sthon
johzbum bzat wads naw:: lalibala itjop'ja wst' kalut k'dusan ketamawotf makakal ksaksum k'st'la
bahulatapanat daradza jamtgan katama sthon? lsabzapotfu jakrstna imnat takstajotf inde wana jeimnat
maikal bamahon tagalaglalatf: jalalibala nawariwotf baabzanaw jaitjop'ja ortodoks tawahdo betakrstijan
imnat tokstajoy natfow: jalalibalan katama bawanspanat tawak'i jaraguwat kak.l. bsh¥ala mato
kfleazaman inda tasaru jominagarlatfow abjata-krstijanat natfow:: baitjop'ja twfit masarat inazih abjats-
krstijanat bangus lalibala zaman bak'dusan mala?ikt indatasaru jamitaman sihon grham hankok jatabalaw
inglizawi s'shafi gn iea ?a.m basatemawna batabalow mas'hafu abjata-krstijanatun bamanas'u sra laj
templarsjamibalut jomask'sl t'orapotf tokaflowal sil att“al: inaziha abjata-krstijanat wst' arba tnnf
betakrstijanot alu: ngusu lalibala jemilawn sm jaganaw? siwalad banbot slatakababa naw jbalal: lal
malat mar malat sihon: lalibala malatm -lal jbalal (mar jbalal) malat andshona jnagral:: wk'r
betakrstijanatun ngusu ta'rbo jasratfow kamalaikt igaza gar indahona baitjop'ja ortodoks imnat takatajotf
jnagral:= kafla zaman awropawi tag“az lalibalan tamalkto «jajshutn bnagr manm indane kalaja bafs'um
ajamnapm» sil tanagro nabar: balalibala wk'r ?abjata krstijanat jalu sihon kanazihm wst' beta gijorgis
(bala mask'al k'rs'u) sitaj whalkvn jata'bak's jmaslal:: beta madhane ?alam jatabalaw dagmo kahulum tlk'u
naw:?alama bak™ami laj indiwlabalab jamisak'al ffa'rk' naw: badro gize maradza malawawat' wanapa
t'k'mu nabara: baahunu gize gn jeandn hagar wajm drdst lomawakal jagalaglal: ato kabada mikael msale

- &na batabalow drsatatfow laj:- sandak' ?alam jonas'anat mlkt jeand hzb matab: joahbrat masarija t'bk'
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harag naw: tomalkat ?alamahn: takatal alak'ahn: blaw asfrowtal:'"aksum'' basamen itjop'ja batgraj
k/hagar keaadwa tararawotf ata'gab jomtgan katama natf:: bakrstos Idat bafit tamasrto jansbaraw jeaksum
srwa mangst maikal nabaratf: joaksum srwa mangst mato kfla zaman akababi ijatadakama simat'a
jomaikalawiw moangst wadoa doabub tonk'ssak'sse: seba amst bamato jamihonaw joketamaw nawari
joortodoks hajmanot takataj naw:: jatak'srut nawariwotf jasuni islmna takatajotf natfow:: balatfaw tarikawi
tofalaginat ketama wst' jamiganut jeaksum srwa mangst k'ritotf jealam k'rs bota teblow tessjmawal:
aksum baitjop'ja jo tgraj kll ketema sihon bama?ikalawi zonna bala?ilaj majfa'w warada jgonal:

ma?ikalawi jastatstiks balaslt'an indetamanaw saw manorija sihon inasum wandotina setotf ma?ikalawi

jostatstiks balaslt'an, balela galaltapa tmna dagmo ssw manorija tadargo tagamt“al:

and gize inardz inawga warada falaga brhan katama klinikvn g¥ad k'omy'e ambaw mark'sw kafatu jlna ine
bamalastadadrbat babure [kvdad marak'a blo gazeta'naw tasasto awara::setotf? irguzot? dakamotf: ijalafu
naw bje kasmamahu bah“ala waftf'own kaadis ababa jemijamat'alp at'ahu:: kvrat? tbit? gubana? mk'spas
mazbari athup btfa:: hzbu jwadfal:: baihapa gize jagata'mawot fgr nabar alu? awo! waradawn alnagrfm::
btfa bazija akababi jata'nata'na and [fta ala: andu bet gabahu:: kazija nagaru das slalalon watadar lke lela
bet indizagadzIn adrge wads lela bet tazawarhu:: jagondar: jawalof jagodzam hulu jatmhrt betu jalmat
komite astababari adaragup:: dzenaralun balsslt'anun sajk'ar absba matksja gudg“¥ad ta'wat ta'wat
ask'ofrawalahu:: ine tuta labJe wha nabar jeamata't'a:: inasu wark'atfown lezaratfown labsaw jfallalu:: ato
bagafaw atalaj latjandandu kadre hulat hulat kvntal buna lasnk' sat'tawatfaw nabar:: ine jajw demoze
nat:: ina inasu biratfawn jta't'alu:: k'ofru slafew matf missmun honu dagmo batmrtus jawaza masalhuj?
let tok'an ata'na nabar:: tmhrtu ajkabdm nabar? ar*a ajkeabdm! jomitawak' ajdal:: bat'am k'slal nabar::
joinperijalistuna jasofalistun huneta naw:: jaamara bherawi kllawi mangst jat'bk'na fak'ad sata'n:: matfem
Iat'urata madagomija jbak'al:: godzamma isum wand: inem wand? kaman anfe naw ta'bak'a mgaza? jlal::
Iat'bk'na sra [aga adis ababa naw:: jana sow nagar awak'i nan blo ta'bak'a mak'om zk'tapanat jmaslowal::
ina indalhuf irk' ssara naw jamwlaw:: baakvriw bahlafn masarat snastark' naw jamwl:: ahun baidr
bamahbarawim hona batalajaja jamahbarat astababarina mari nan:: baihadegs altafsloamum? samtfalahu
srawotn:: t'ru naw:: sawn astamrut:: [magle nowot:: tlk' ssw nawot:: jlafalu:: ajzowot.. alun:: indihu
andaze jada/mark'os junivarsti simarak' nggr indadarg togabze tanagarkv:: ..bher bherassbotf
jamitawawak'ubat koledz tasaralna:: jasaratthuln mamarija bet japa naw:: b¥anb“aw maskotu indajsabar
inta'bk'alan:: kalela agar jomet'a dabal s'sbaj kala ina godzamotf anfalgm: gurorown ank'sn lafrd
inak'arbalan.. alaffow:: baitjop'ja baahunu wak't slalow japolstika huneta mn jlalu? itjop'ja wst'
joamajabara t'ornat nabar:: jane prezidantun ..slt'an agaru: tadaradaru.. bjafow nabar gn ..drdr jalam..

blaw imbp alu prezidantu:: jamigarm[ badarg wak't t'oru indajwaga jeamik'asak's muzik'a nabar:: ..ahun
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joine manori manoru naw waji gutf gulf jale t'ut and k'an salaj.. jomil k'sk'asa wat'atu jsoma nabar:: t'or
meda? thsa:: bat'or meda k'sk'asa sidaragbat wat'atu bak'a izija mak'ojat ajfalgm:: bak'a {jatowa mamt'at
dzomoara:: [nfotu ajale:: lelaw t'ornatu degmo jeand agar t'ornat nabara:: jaw ahun baslt'an laj jalow
mangst afanf¥al:: nagar gn janze jonabaraw t'ornat tarikawi tablo ajjazm:: hulst wandmamatfof nabaru
jotak'amasu:: jairs bars t'ornat slahona:: tarikawi t'ornat jamtjw kaertra? kasumale? kat'aljan? turkot:
gbs'off? inglizotf gar jenabaraw t'ornat malat naw:: and t'ornat tarikawi jemibalaw t'ornat bamijawk'u
sajntistotf? jot'or ta'babtof sigomagam naw:: ahun jalow lasalam ladimokrasi lamalkam astadadar
jok'oma astadadar naw bibalm kalaj jowat'aw mamarija tkkl hono sals katatf gn jferarafal:: katatf jajaf
indahon mamarijawot? hga mangstu® lelof nagarotf ijataforarafu jgapalu:: tak'ot'at'ro lamastakakal t'bk’
kttl jasfalgal:: baihadeg zaman bamrt'a lamn alteawadadarum? aj!mangstat baslt'anatfow jomimat'abatfow
ajwadum:: inem damo kaingdih jeager [magle nap:: tomarta'| parlama bamtgabibat gize bijans
jomadgamarija digri linor[ jgabal:: lanagaru latasatfom mamar t'ru naw:: gn tmhrtun lamn iska digri
algafubatm? ih ingdija! ine batal?iko bahg jot'bk'na diploma jzalshu:: ta'/mi malas zenawin agntawatfow
jawk'alu? ara jalom:: ta'/ministrun jomamasagnatfow joitjop'jana jsertran t'ornat baafonafinat
bamawat'atatfow naw:: joak'sadmo prezidant mangstu bamijastedadru gize jessomale t'or ..awaf naw
dnbare.. blo mat'to nabara:: laware nagari sajk'sr inds agada kmr tak'ata'lVa! ta'/mi malasm bihonu
t'ornat bajfalgum t'orapotfn lemakalakal jeamijadargut jemidank' naw:: jhm dagmo as'i tewodros? as'i
johans hjwatatfown jasawt nbrat ta'ft“atfow nbrat flaga sajhon hager lamata'bak' naw:: tadija saw
lamafawas babarahaw ijsheda bawha t'm iska sawolf motawal:: batf'aka gabtow mangadu ta'ft"atfow::
ina ta'/ministru igziabher kazija hulu [mk' wgijai ahunm bihon andand kaftapa masanaklotf agat'm“atfow
jotowat'ut baigziabher hajl slshona . . . jeinazihn talalak' sswolf agar ..abaj flwhan.. balafwot ak'm
baigziabher bjawalahu jasaruln:: ..abaj flwha.. mangadu bisara kaftana jeimnabarad kmift: kaftapa jabrat
mrt? jok'batna jasalit' indihum? jeabarbare mrt babzat jalabat naw:: kada/eljas abaj fl wha ki.me rk'at naw
jala:: baitjop'ja jeataganu jat'bab sawotf basrawotfatfow jatunm jahl malakija bik'amat'latfow laga/krstos gn
jh k'srow lomalat mat'afijaw jat'r jhonal:: bahasabuna basmetu tafstlow baget'ut srawotu
jotadanak'nawn jakl koastawajnatu: kasbinawna kasmannatu indszihum kata'nkara saratonnatu
jamnmaratfow bzu k'umnagarotf alu:: batawalan srawotfu k'an k'ann ijawaladaw sik'at'l jazih saw srawotf
wrs honaw Iahul gizem abrawn jnoralu:: gabra krstosn bas?il sraw ?alem awk'otal:: jh btfa ajdalem
lasmetum bihoni bamat'atna bamagnat  bamot {'kane ? babtfapnat? batkazena fk'r baata'k'alaj basaw Id3
ta'baj talsjtaw jaminasu mannaton nak'so..bagt'mo jotowaln srawotfu zaman tafagari natfow::
jogabrakrstos dastan nagar basbaw sasbaw indijaw darso andatf jomalfataw hasab bawst'e jrawat'al::

mafto iskinaga lane jozih saw sra adis naw:: baza zaman jatonasu asdanak'iwoffu birspotf baalam
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towadadari mahonatfown smaskr kvrat alan:: nagargn bak't'u lomazakar jobak'ut idzg t'k'itotu
mahonatfown srada adara bala mahonatin jtajopal:: jhe asdanak'i saw lsagaru jenabarawn fk'r itjop'ja
inate sil basat'at bota jeagarun nafk'ot agare indagana batasspu gt'motfu indazihum jsagar k'uff'tun
jos'om k'an ina babaid agar batasaput gt'motfu bamigaba gals'otal:: batalaj agare jatasspaw gt'mu andzat
jbalal:: mn jdarag jh talak' seaw basdat indemasana jeagarun afar lamak'mas aleamatadalu jask'otf'al::
gabra krtos kaabatu kaalak'a dasta nagawo kainatu kawa/ro as'ada marjam wandmagan ?a.m bamsrak'u
johagaratin kfl harar katama towalada:: kazar jamiwaras andatf nagar kals abatu alak'a dasta baitjop'ja
betakrstijan hajmanotawi tmhrt lik'na babrana ja?idz s'hufotfafow babahlawiw s?ilofafow jatadanak'u
saw inda nabaru jnagaral:: gabra krstos waladz inatun (wa/ro as'ada marjam wandmagap) gana baldznatu
bamot tanata'k'a:: matfam jainat mot kabad naw:: bffa amlak fa'rso alkefam ajatu tmahoj brk'naf sasahu
Ik inda inat masrafa...lk indenat honaw asadagut :: jsabatun iwk'st blom jas?il sra ijadanak'a ladagaw tnfu
ga/krstos jahjwat t'riwn jalajow gana bata'watu nabar:: batalaj jamidank'aw izihga naw! iko mn? kalatthu
gona jasdst amat Id3 ijala "inatnat” blo jasajeomatn jairsas s?il ajan:: gona bzu jebzu bzu jasajanal:: gabra
krstos laabatu jenabaraw fk'r matfom jatalaje naw:: jatunnm jahl adnak'ot “iraft adrg ahun” bamilow
gt'mu gols'otal:: andzat jamibala gt'm naw! gabra krstos ka hed sidni gar badaragaw aff'r k'ale mata'jk' sla
abatu jemikatawn blo nabar:- abate k'dusan mas'ahftn baidzu js'f nabar:: bazamanu zemanawi johtmat
masarija bahagaratin jonabara bihonm banoraw bahl masarat baidz jatozagadzu mas'ahftun temaratf’
nabaru:: lamas'ahaftu zgdst jamijasfalgawn mas'afijam hona k'slamun jazagads jenabarawna irasu sihon
bak'dusan mas'ahftu wst' jamikatatu mslot/n jsara nabar:: baldznat gizeje jesabaten srawotf ijajow idanak'

nabor::

Appendex B

Ambharic language without tranislated
PMC P20 AT aohhd (5L P04 +PLE 09PN MG AAFTT AD-CTATT L1 h=FPASAT: PATIA ATThE PAUL

AC PAPC b NPT A TEAGLS (10D AW TENLE 10 A7 vt OPRF AAst: A1V L4PT HGNTT GFm-:
PAD-CTAT T4EPT NILUP PhAOGAT aPICRES CAFD ATIA P04 PaPAAH AD-FC (LT¢-TI° ML TINGS mCrt
PNIT PTISTF ANLAL TG ANTLLIVFD9: (A28 0FPTF AGhCheP T avre 0FPF7 A0 A hor e
o< LY80: AILHY No1€49 04t 17 Nav7e SC L (ovst OO AATPOS &TEPT Po1amIPe PARPTTY
TFPA PALAIAN: PATIA AT, TAP AD-T ANRTA: 04l AT Gavt MCrE LARLNT TRRGT AAE Hé NGNT°
OQT (ETrE 01979 AL At ANGTLPTF LavRAzh kb, PF0G KNAIPOTH € (LALT NC AATIA ANRZA: SV
TIHA A28 aPVIETF PAtT PATIA aowl IR ARPT ATTAAA 7.0 10-:AANA NAACELT (AT hAA NPLPa-
PO NEA 7IC P9FTT Nkl P AL 9OTFTTO- fAANA FT hAUC mAA NAL TG hed fAt AT PUHN-GP
MW 0L 10 ANNA AFCEP OO hat P84T FTIPTF avhhd hAhad® PPA MU-ATSTE 848 e HTT el
OTPYE AAHSE PhCATS APTE AndeF A28 PG PATE “TAhA NevP? FI0NAANT: PANNA 1PSPT NANHET O
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PR ACP2NA FPUL (HNCHESY APPTE HhdeF CFo: fAANAT hl (PIFTE 3PE 4TPT A, (A aof
h@AHaPT A28 (G PTLTICATFD AP F-NCALETT TTx NANCKE TOdF avalt ALY AN T-hCOEES T 0T
ANNA Havy (9847 aadht AT8A+0% 091.,3-077 ALPT “ICY9° 77hh PHAAD- ATPINHE 074 17 hhh 9.9° 0At+ae@-G
NHAAD- aoZ Y4 ANCH-NCAELTET 19718 7¢- AL EPTACAPTLANT PaPAPd MLFTF HNGAPA (LA Atitd: AIHU
ANPH-NCOELST @ ACQ F770 OAHNCAESTT At TH0- AANA PTLAD-T AP PTTDE A.OAL N20F an+han 1o-
LAAA: AN TINT TIC TINF AT AANA TINTIC -AA 20AA (FIC 20AA) TINT ATUT R1C14d: D<¢C
LHNCOELSET THP MCN PALF®- hovahht hH IC W81 (AACKE ACTEhA A1t +hd et LA h&A
Havy A@-CTR 3 ALNAT FavAn-P «PPU-T7 NG°IC T179° A72L5 NAP NER.I° ALIPTT (LA 1G9 10C: NAA.NA
O-PC 009+ NCOESST P AT NIV O-AT (L 1.0CLA (A aPhbd PCo7) AFL OVADT PP LavaAd: (Lt
av®y AP SHAAD- L° NU-h9® tAR 1029477 (9T, AL ATLO-ANAN PTLAPA eRCP 10 NC LH aPlE
@APOT P1G PPav- 104 NAV-T L 17 PATLT UVIC ORI &CET Aav@hd £101AA: AF NOL TLhkd AN - 55
MHAAD- LCAFTFD- ALR:- (8P GAT° 1T PPANT AL AU “10E 104t TI04L TP Al 10 +arnt

PHTY ete? v AnCARO ALF 044 TaPACE PI04@- PANAY® ACD av it TIAhA 104TF: PAhG9® ACD av it
avf NGA Hory AhO(, AP+H4Shae Ao PTIRNARD- av oIt 0L L +rPada: AN APAT (oot Lo P10 ehrtalo-
1P4 PACRENA YRTITT ANFL 10 Phdbiet 1PLPT L AAAIPS I TF GF@- QAFD- 3P teALrE hrtol
OAT PULTTF PANAI® ACO av PPVt PoRT PAAY® PCA 0F HNAD: +ALIPPA: ANAI® NAFTRE © 1948 hAd
0t ALPT N910NAR HIS NAGAL TILeRO+ 044 £15A: TI0hAP Lo -Farthl AANANT A28+av 1@ AD- aPTLe ALPY
RIOe9° 021G QAT 996NAR eaS-FAthA AAAADNT, NAA TAATS H9°G L9 AD- aF 40 +LC7 19T

AL U WGCE WSO OL8% 4T CY7T N9l AT A8 S0 APAD- avCP®- hdok LAG Ab N7IAATSLCOT
(e N8 aold e IHBMGTD +HANE AOL: 0T ACTHHTE LhIPF: APAS: 10+ N8 hAI9IU- (AA O&6FDF
NASA AN P99eaPMATy AMy-:: tegeti AL FOGE PG aoi0g Aot NF:: v LOLAA:: (AVAT 1
L1M7t FAC INC A? AP! OL{OT AATICTI:: OF (WL AhO emim’ A28 TeF AAE A% (F 10032 DH.E 114
L0 NAANT OFLC A AA (VF ATEHIEAT ARCE ML AA (LT AHOCU-:: P1IRCE PO PYE9° Ui PHIPUCT (Lk
PATYE DTt ANFNOS ALLTTY:: BdteT AAANTT A2PC AN av e 1228 mPT mPT AMSELPAV-:: kb EF
ANG, @7 10C PUInM:: Witk OCPHTFOT MHEFO7 ANAD BONAN:: AF (DA AFAL AAL8 74 W& v-AT v-OF
A (4G ANTP ATHFPFO- I0C:: A SO LPH §F:: AG Al (LEFO7 EmM:: $€4 OAAFD- avf a9 \a0 (P
LA (FIPCEN PPH aPAdv-(? At T AmS INC:: FIPUCE ALNNLI® 10C? Az ALDNLIP! P9130P ALLA::
NMg° PAA 10C:: PATESLANES POANNET U5 1021 PATIe- Ndul-P NAAP aP7°127F PPNPG 4L Mz avF°
AmedF aPR1910 LOPA:: TEIPTT A(I° DT AB° @77 NoT7 AT0 10« MNP J°MH? LAA:: ATNPT £7¢- 1) A0
ANO 1@< OF A@- 1IC APE TH AN M0 TSI HPAGTE LaPAPA:: AS ATAAUT ACP Awe. 10+ RPPD-AD-::
OANG@- QAT aowld AGAFCP 10+ 09PD-A\:: Av-? NALC NTTVNER 1 (HALE PoIUNCA ANTNNES avd Th::
NAVALIN ANTOATPIP? AIPFAU 2P Pé 101 ADT ATt U990 1P TAP A0 1P i BAGi:
AGHPF. ANT:: W80~ WIRH PR/7ICHN LLOCHE A0PlP T191C WPERCA A0 +GICh:: AhC NdulOOT
PILFPORNT DAE AN SweTU-AT a0 ISP (L 95 10 070.@- avhnk ATSLANC AT PAT:: A AIC
paoa) LA 0L NA AT TETTF AACE TCCDT WrP7 AGCL AGPCANT.. AANTFO:: (AFEXE NAv+ OPT hAAD-
PZath vB 907 LAN? AP OO 091002 MCTE INC:: £5 TOHATEY 20NN AJGE T4-Lé.. NETFD INC 17
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LCEC PAP.. NAD- AT Al THHATR:: 0991090 1CT OPTF Mé AHELPD PolPAPO avHP INC:: AT Phl
I L 1@ OLE T T LA et A& +7 AAL. PULA PAPA ONE LATT NG MC 9%4? AVA:: AMC 9%
PaPa ALLANT ONE (1P AHEL a8t ALLAI:: (1P hOHD aogPt Tavs:: Wik ARA:: MAD MCTrE Lo9° PATL:
AIC MG 104z PO AvT (2ANT AL PAD- a0 A4z TIC 917 £ 01040+ MGt 360D HAe AR PHIV::
Ut @3L999FF 104 P Pari: PACH NCH MCTE AAPT:: FEMP MG PPTL®- NhChei NokIn: hMAey:
HChFE NPT RNHT OC RINLO MG TINT 10+:: AT G F6P U100 MG 9Lk AL AT
PMC mOOPF A20079° 1@< AuT PAD- AAAT ALTPhELE AGPANI® AQTSRC P8ap ANTSLC 10 (LAAY hag
POM@- avavs@ Fhhd S AA WA+ 97 @0cL4A:: hFT OO ATRUT apavgfPFi y1 ool ki e TICT
AOH0GLS L5 MNP Al thhA PO hRTA PALAIA:: NAVALT HAPT (9°CR AIPT hATD8LEIC?
AR (1PANGTFD- PO avMOFD ARM9°:: hr9® L9° hATI8U PAIC T9990. Th:: +aeCml TCATY
A0 LH (L0 ParEars e 4.4 ATCH £10A:: A% ATATEI® a0TIC T¢ 1@<:: 7 TIUCET AT Al 4.4
ANI$0TP? AU WT919.0! A (FAOD (W9 PT0PG ST LAV /71, PAQ RGRT AT HPTFO- SO Fie? Ré PN
D /LT PT1aPAITTF D PARLS ChCFET MCTE (AT T NeP@MIFFD- @22 0P I° TELHATE av ¥k
0990014584 1Lh L0990 MC APH 10 &6 e PP 104:: ADSG 194 ALPC W8 A% h9°C +PmA! m/o,
@A (L MCrE OLLAT® MZFTT AgPhAhA P71 POLRTP 101 RUIP LA A% HPLCN: AL ThT0
VROIFD7 LADF T4t MELTFO T4t 02 ALUT VIC AgPmNP 10-:: 1490 A+ Agrd. 00 ((NL7D+ heEL (@Y
T AN APT PHPA:: (B MO 9718 MEETFO:: AT /L0 AMLANRC DHE U PP 0105 Av-79°
(LUP? A28 Netd apAShaeTt ADTPILFD: e+Omet NhIHANMDC YO0 QALY . . . PRILUT FAAP APT AIC .AOL
FADYY. ANFPT AP OATMANMAC NPPAU- POGAT:: LANL GADY.. av71% (Wi NetS ChI®INLEL: hgoi-t:
net+s et PPCHE 2POTS LAAT ATLU9F PACNS 9°CT ONHT PANT 10-:: NL/AWALA ANL GA @Y 1.3 Cbt 10+
LAz QAFCXL OHTF PPON APT (EPFFO OEW° PUN aPANLe (PP PATFO ANCAR U7 BU PLD* ATINT
TMELD~ PTC LPTA:: WANS A%k TAAD- Wbt A&-PE SH1P107 Phd hACFPRIE: WA NAGOG N7 7k
RICHUI° NnTG Witk 090116 F D« A RIPNICT Advi: W FONT 26PE D7 P77 RROALD- ALPTA PHY wo-
PEPT OCA P10 AU-A LRI® ANLO<T LT T4 NCARAT NNOA 2760 GA° AD-BFA:: LU (IF ALLAIP
ANTLEI® (LIPZE (TINFS (97T © 09> s @ OOFTPR FFES €PC NAmPAL (wd- AP mOL +ALT D+ 0o
TYVFT 1PONTP PTFOAT 2EPE HavY A6 CF@-: LZhCh R0 LAFT TIC AGN@: ANND A8.LD- LCN
AT PTGt @ DA @AM, LLOMA:: TR AONLLD Az PHU A@< 24 A%.0 10 (H Havy o410 ARG EPE
NALET NAAG® +O8LL aPPGFDY AaPONC et AT TICTT NPm- AGPHNG 0BT APl PERE PUPCFDT (48
AL A PPGFY @F30FA:: 0% AALSE AD- AW PINLDT GPC AR hGE (LA NANT 0F PA147 SEST All
A1 (VFAT ATTVE ATRHU-9° CAIC BFET 029° 7 AG NOAL AIC (A ATTE 17110 1A23A:: OTAL Ald
PHAT@- )pav k78 SNAA:: 9°7 L4 LU FAP (@« ML hT8TINT 157 Ad.C AaPPav(l AAGPFLN PABSELA::
M4 hCRO DAOE DAAS £aF 119 hAhGE h@/C KoL TICLT° OTLTITT A.9° (9P0-k U16-TT & V4C Dbl +DAL:
: hHC 71040 AT 11C WA AOE AAd LAF NAFEXe LHhCALE? VR9ITHP UGt APS ONLG 208
KUCTFTFO NWARD PO0eF T HL1e A0 AL 104 L11&A:: T4 hChPO OAS ASHET (@/C hOL TICLT°
O7L7TY) 15 (AR 09°F +Hime:: aFge OhGH o4 DL 1@< F APAh enCO AANGI® APE ATIPS NPT
A0~ Ah A28 AST FINLA.Ah AIRST P10 AALTT i PANET h@PT T 0700 6 hERIP ALID- T
VACHRA PhEDT TLDT PAPD- 16 APk 10C:: AL PTLLTIPD- AHUD 101 A 9°7 hATU- 15 eALAT Aot AP
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APA "RG0 PwPI T PACAR 2200 hP7:: 16 A SO H PAPGA:: T4 hChRA AAOE PINLD- §PC aoFgP
FAL 10+ ETII° PUA ALGHT "hEET ALCTA AUTY NTLAD- 1Tav: INRFA:: ATET PTL0A 9PI° 1@+ 1 hCht
n 2 AL IC 08410+ ARC PO aPmPP (A A0 P7Lht@<7 Afe 10C:- ANk $4A47 aPRUETT (AS. L& 10C::
(Hav' HavGP Qy-tavt avAgP (U1L-TF7 1N (LPYY° NFLO QYA aowlst (WS SHHTE. avRuetT +avlep j14.::
APRUGE ST PTLLNLNIDT aPR4ET° 1 PAaPT PHOE: PINLDG hélt (W7 (19547 aPRUSE @ Po ik
PANTT Lwe INC:: NASTE LHS PANET 22¢-PT hP2D- A1P INC::

APENDEX C

Sample of the prototype code

from tkinter import *

from operator import itemgetter, attrgetter
#import 13

import codecs

import re

import stringEdit1l

import DynamicProgramming

from decimal import *

from tkinter import END,Listbox, Tk

def gu():
def NewFile():
print ("New File!")
def OpenFile():
name = askopenfilename()
print( name)

def About():
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print( "This is a sample of prototype menu")

root=Tk()

menu = Menu(root)

root.config(menu=menu)

filemenu = Menu(menu)

menu.add_cascade(label="File", menu=filemenu)
filemenu.add_command(label="New", command=NewfFile)
filemenu.add_command(label="Open...", command=OpenFile)
filemenu.add_separator()

filemenu.add_command(label="Exit", command=root.quit)

helpmenu = Menu(menu)
editmenu = Menu(menu)

viewmenu = Menu(menu)

menu.add_cascade(label="Edit", menu=editmenu)
menu.add _cascade(label="View", menu=viewmenu)
menu.add_cascade(label="Comment", menu=editmenu)
menu.add _cascade(label="ReView", menu=viewmenu)
menu.add_cascade(label="Help", menu=helpmenu)

helpmenu.add_command(label="About...", command=About)

root.title("**Design a prototype /A71C5/ for Amharic Lanaguage version 1.0

root.geometry("500x350")

**vl)
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var = StringVar()

label = Label( root, textvariable=var, bg="black" fg="whiteSmoke" font=("Comic Sans MS', 16) )
var.set("aPv GLEH-TIC ATITYH PULE+-1147 SHOAT hEA LaT0H!1")

label.pack()

text = Text(root, bg="white" fg="blue", height=6,width=45 font=15)

#text = Text(root, bg="whiteSmoke" fg="blue", height=6,width=45 font=15)

text.pack()

# scroll=Scrollbar(root,command=text.yview)

non non

text.tag_add("here", "1.0", "1.4")
def helloCallBack():
import codecs
varr=text.get(1.0, END)
import obo
import stringEditn
import codecs
from operator import itemgetter, attrgetter
dicf=[]
f=codecs.open("C:/Python34/thesis/Documentation/Training Set.txt",'r","UTF-8")
f=fread()
#print("file name:"f)
#a=f.split(" ")
a=[text.strip() for text in re.split('[17::3:7]', f) if text]

y=varr
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#print("splitted:",f)

c=0

prdet={}

dic=[]

#while(c<len(a)):

for aa in a:
yy=stringEditi.Distance(aa,y)
xx=PosP.posTag(aay)
zz=TF-IDF.tf-idfFunc(aa,yy)
H=0.16%yy + 0.24*xx +0.6*zz ()
dic.append(H[1])
#print(yy[1])
prdct[a[c]]=H[1]
#print(a[c])
#print("result:"y,prdct,yy[1])
#print(y,stringEdit.simDistance(aa,y),aa)
c=c+l

dic.sort()

print("+++++++++++=",dic)

# reverse increasing order

view=reversed(sorted(dic))

for Il in view:
print("wer:"1ll)

print("results 2:"y,prdct,aayy)




ll=(sorted(prdct.items(), key=itemgetter(1), reverse=True))

print(1l)

=]

dic=[]

ik=0

mm=]

for pp in II:
print("popop”,pp)
sdt=pp|[0]
dic.append(sdt)
#text.insert(INSERT,pp)
#print("ssss",sdt)
mm[ik]=sdt
ik=ik+1
if ik==5:

break

#print("waa"ll)#print(aa)

#text.delete(.0', END)

#text.insert(INSERT,mm)

#print(mm)

for item4 in dic:
#listbox.insert(END,item4)

#print("real:" item4)
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# text.delete('1.0', END)
print("itemmmm”",item4)
#text.insert(INSERT,item4)
#print("single4",uy)

#print("dic",vd)

If H[1]>0.025
text.insert(INSERT,item4)
# rr=obo.getNGrams(f, 5)
#for www in rr:
#print("ngrams”,www)
#print(stringEdit.simDistance("?A70A0L7 £CA PPHAL 1CT 10" &CA "))
#print(stringEdit.simDistance("?A70AAL7","PATNAALT £CA PPHA. CS 10."))
from tkinter import ttk
#root = tkinter.Tk()
style = ttk.Style()

stylemap("C.TButton" foreground=[('pressed’, 'red’), (‘active’, 'blue')] background=[('pressed’, 'ldisabled’, 'black’),

(‘active', 'white')])
colored_btn = ttk.Button(text="Click On This" ,style="C.TButton",command = helloCallBack).pack()
#B.pack()

root.mainloop()
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