

JIMMA UNIVERSITY
JIMMA INSTITUTE OF TECHNOLOGY SCHOOL OF COMPUTING

DEPARTMENT OF INFORMATION TECHNOLOGY
(GRADUATE PROGRAM)

CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION FOR
AMHARIC TEXT

MOHAMMED NURU

APRIL 2016
JIMMA UNIVERSITY

# CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION FOR 

AMHARIC TEXT

MOHAMMED NURU

A Thesis Presented to the Department of Information Technology
(Graduate Program)

In Partial Fulfillment of the Requirements for the Degree of Master of Science in Information Technology

APRIL 2016
JIMMA UNIVERSITY
JIMMA, ETHIOPIA

# JIMMA UNIVERSITY <br> JIMMA INSTITUTE OF TECHNOLOGY SCHOOL OF COMPUTING DEPARTMENT OF INFORMATION TECHNOLOGY 

(GRADUATE PROGRAM)

CONTEXT-SENSITIVE SENTENCE AUTO-COMPLETION FOR
AMHARIC TEXT

## BY

MOHAMMED NURU

## Approved by the Examining Board:

Principal Advisor
Debela Tesfaye
Co-advisor
Seid Yesuf
External Examiner
Dr. Fekade
Internal Examiner
Teferi Kebebewu

Signature
$\qquad$
Signature

Signature

Signature

## Dedication

This thesis work is dedicated to my parents, without whom, after the blessings of Allah, not all this would be possible.

## Acknowledgements

I would like to thank many people that have involved themselves for the successful completion of my Master's Degree. Among these, I am very much indebted to Debela Tesfaye, my advisor, who has been giving me considerable support for my research work and without whom this paper would not have been completed. My thanks also go to Ato Seid Yesuf, my coadvisor, for his invaluable information.

This thesis work has benefited extensively from both the data collectors (i.e. Birhan, Meka, Solomon, Brhane and Yimer) and advised me (i.e. Mezmir and Hussein), staffs at Debere Berhan University. In addition, I thank Walta Information Center Agencies for providing access to the unannotated news corpus, and for discussion. I also want to thank my friends in Information Technology, and Computer Networking Departments, such as Imam N., Seid H., and Abdulkadir for their time, helped and friendship during the past two years.

Last, but not least, my thanks also go to Jimma University for its financial support to conduct this research.

## List of Acronyms

CSSAC-Context-sensitive Sentence Auto-completion<br>IR- Information Retrieval<br>IPA-International Phonetic Alphabet<br>MLE -Maximum Likelihood Estimate<br>NLP- Natural Language Processing<br>POS - Part of Speech<br>QAC- Query auto-completion<br>QEM- Query expansion method<br>SLM- Statistical language model<br>T9 - Text on 9 keys<br>TF-IDF- term frequency with inverse document frequency<br>UKN-Unknown Word

## Table of Contents

DEDICATION ..... I
ACKNOWLEDGEMENTS ..... II
LIST OF ACRONYMS ..... III
LIST OF FIGURES ..... VII
LIST OF TABLES ..... VIII
ABSTRACT ..... IX
CHAPTER ONE ..... 1
INTRODUCTION ..... 1
1.1 Background of the Study ..... 1
1.2 Statement of the Problem ..... 3
1.3 ObJectives of the Study ..... 5
1.4 Scope of the Study ..... 6
1.5 Methodology of the Study ..... 6
1.5.1 Review of Related Literature ..... 6
1.5.2 Implementation Tools ..... 6
1.5.3 Experiment ..... 6
1.6 Significance of the Study ..... 7
1.7 Organization of the Thesis. ..... 7
CHAPTER TWO ..... 8
REVIEW OF RELATED LITERATURE ..... 8
2.1 Some Linguistic Characteristics of Amharic Language ..... 8
2.1.1 Amharic Language and its Writing Styles ..... 8
2.1.2 The Amharic Characters ..... 9
2.1.3 The Amharic Syntax Structure ..... 9
2.2 Text Prediction Entry Techniques ..... 11
2.3 Prediction Systems ..... 12
2.3.1 Adding Semantic Information ..... 16
2.4 Related Works ..... 17
2.4.1 Text Auto-completion for the English Language ..... 17
2.4.1.1 Query Auto-completion ..... 17
2.4.1.2 Sentence Completion ..... 18
2.4.2 Text Input Methods for the Amharic Language ..... 19
CHAPTER THREE ..... 22
METHODOLOGY OF THE STUDY ..... 22
3.1 Data Preparation ..... 22
3.1.1 The Training Set ..... 22
3.1.2 The Test Set ..... 24
3.2 Design of Context-Sensitive Sentence Auto-Completion ..... 25
3.2.1 Distance-Similarity-Sentence Auto-completion Method ..... 26
3.2.2 Probabilistic Part-of-Speech Tag Method ..... 31
3.2.2.1 Probability Estimation ..... 36
3.2.2.2 Language Model ..... 36
3.2.2.3 Maximum Likelihood Estimation ..... 37
3.2.3 TF-IDF Sentence Auto-completion Method ..... 37
3.2.4 Hybrid Sentence Auto-Completion Method ..... 41
3.2.4.1 The Hybrid Sentence Auto-completion Algorithm. ..... 43
CHAPTER FOUR ..... 47
IMPLEMENTATION, EXPERIMENTATION AND EVALUATION ..... 47
4.1 ImPLEMENTATION ..... 47
4.1.1 Tools Used and the Development Environment ..... 47
4.1.2 User Interface ..... 48
4.2 Experimentation of the Study ..... 50
4.2.1 Evaluation of the Methods ..... 50
4.2.4 Result of the Experiment ..... 51
4.2.4.1 Results of distance-similarity-sentence auto-completion ..... 52
4.2.4.2 Results of Probabilistic POS Sentence Auto-completion ..... 53
4.2.4.3 Results of tf-idf Similarity Sentence Auto-completion ..... 54
4.2.4.4 Results of Hybrid Sentence Auto-completion ..... 54
4.3 DISCUSSION ..... 59
4.3.1 Discussion on the Result of Distance-Based-Sentence Auto-completion ..... 59
4.3.2 Discussion on the Result of Part-of-Speech Tag-Based-Sentence Auto-completion ..... 59
4.3.3 Discussion on the Result of TF-IDF Similarity-Based Sentence Auto-completion ..... 60
4.3.4 Discussion on the Result of Hybrid Sentence Auto-completion ..... 60
CHAPTER FIVE ..... 63
CONCLUSION AND RECOMMENDATION ..... 63
5.1 CONCLUSION ..... 63
5.2 Contribution of the Study ..... 64
5.3 Limitation of the Study ..... 65
5.4 RECOMMENDATION ..... 65
REFERENCES. ..... 67
APPENDEX A ..... 73
Corpus sample in IPA ..... 73
AmHARIC LANGUAGE WITHOUT TRANLSLATED ..... 76
APENDEX C ..... 79
SAMPLE OF THE PROTOTYPE CODE ..... 79
DECLARATION ..... 85

## List of Figures

Figure 2.1: Russian, Japannese, Hindi and English language surface structures(SOURCE: [23])10Figure 2. 2: Inverted index structure over the data (source: Grabski and Scheffer [26]) ..... 19
Figure 3. 1: Training data set preparation steps ..... 24
Figure 3. 2: Distance-Sentence-Similarity auto-completion architecture. ..... 27
Figure 3. 3: Algorithm for distance similarity auto-completion ..... 28
Figure 3. 4: String similarity sample output ..... 29
Figure 3. 5: This plots show query term vs. SEntence length value ..... 31
FIGURE 3. 6: PART-OF-SPEECH TAG-BASED AUTO-COMPLETION ARCHITECTURE ..... 33
Figure 3. 7: Probabilistic part-OF-SPEECH TAG algorithm ..... 35
Figure 3. 8: Architecture of tf-idf Sentence auto-completion ..... 38
Figure 3. 9: Algorithms that Find Distinct Sentence List and Their Frequency ..... 40
Figure 3. 10: This plot figure shows hybrid sentence auto-completion. ..... 41
Figure 3. 11: SAmpLE OUTPut SENTENCE SIMILARITY vS. USER INPUT STRING FOR EACH SYSTEM 44
Figure 3. 12: Algorithm of hybrid sentence auto-completion ..... 45
Figure 4. 1: Screen Shot of Sentence Auto-completion User Interface ..... 48
Figure 4. 2: Screen Shot of the User Input String ..... 49
Figure 4. 3: Screen Shot of the Predicted Sentence ..... 50
Figure 4. 4: This plot shows number of input vs. PRECISION value ..... 57
Figure 4. 5: This Pie Chart Shows the Significance of distance similarity, pos tag and TF-IDF METHODS ..... 57
Figure 4. 6: This Pie Chart Shows the Contribution each Method to a Total ..... 58
Figure 4. 7: This Pie Chart Shows the Significance of all Methods’ Used in this Study5

## List of Tables

Table 3. 1: Top distinct Sentence list ..... 30
TABLE 3. 2: SAMPLE OF LIST OF SENTENCES WITH TAGS AND NUMBER OF WORDS IN EVERY SENTENCE ..... 34
TABLE 3. 3: AUTO-COMPLETION SAMPLE OUTPUT EXAMPLES ..... 46
TABLE 4. 1: TEST RESULTS OF DISTANCE SIMILARITY AUTO-COMPLETION ..... 52
Table 4. 2: Test results of probabilistic POS SENTENCE aUTO-COMPLETION ..... 53
TABLE 4. 3: TEST RESULTS OF TF-IDF SIMILARITY SENTENCE AUTO-COMPLETION. ..... 54
TABLE 4. 4: TEST RESULTS OF HYBRID SENTENCE AUTO-COMPLETION. ..... 55
TABLE 4. 5: PRECISION RESULTS FOR EACH SYSTEM ..... 56


#### Abstract

Sentence completion is an unsolvable problem in the area of Natural Language Processing and Information Retrieval field of study. These-days, alertly increasing the number of electronic device users, who need to perform writing reports, searching files on their large-scale datasets, but have difficulty writing for different cases. Auto-completion is a general and specialized application to solve such type of problems. The main objective of auto-completion is reducing spelling error for poor spellers, keeping the syntactic structure of language, saving user's keystrokes, and the time and effort involved in typing. This paper presents a context-sensitive sentence auto-completion of Amharic text using combining features learned from the part-ofspeech tagging to extract syntactic information and other features learned from frequencies, which include calculating the distance, similarity and length between input word and the possible recommendations using various techniques like tf-idf. This work completes the missed part of a sentence. The goal is then, when the user inserts the portion of a sentence, the system suggests the top five ranked sentences.

In general, the researcher has designed and implemented the prototype for three systems, such as distance similarity, pos tag and tf-idf and the hybrid of them. Finally, the researcher has also evaluated the performance of the systems, in four phases by preparing training and test set. Thus, based on the observed errors the hybrid sentence auto-completion has able to reached $81.82 \%$ completion accuracy. Unfortunately, the performance of the prototypes i.e. distance similarity, probabilistic part-of-speech tag information and tf-idf sentence auto-completion are tested using different experiments within the same input. The probabilistic distance similarity, part-of-speech tag information and tf-idf have achieved $21.21 \%, 31.82 \%$ and $80.03 \%$, individually and in the order already mentioned. Last, but not least, these methods rely on length, $t$-idf and syntactical information to predict the most likely sentences. To that end, this research paper attempts to provide some recommendations that could bring about a change in the performance of sentence auto-completion in the Amharic sentence construction in order that current techniques of sentence completion could be employed from this time onwards.


Keywords: auto-completion, prediction, sentence auto-completion for Amharic text

## CHAPTER ONE

## Introduction

### 1.1 Background of the Study

Languages are the most important things to transfer ideas and perceive the intended meaning of the writer or the speaker because of shared opinions or values. Each language offers a rich and unique insight into different ways of thoughts and lives as well as into the history of the myriad of cultures and peoples across the world. A poster on a wall of Beijing Language and Cultural University read, "If you talk to a man in a language he understands, that goes to his head. If you talk to him in his own language, it goes to his heart [64]." However, people who have access to computers in Africa tend to be educated in and socialized to some degree to use the official languages and thus less likely to actively seek to use their first languages in electronic technologies. Those people who use their first languages but not the official language tend to be not in a position to do much in this area, even if they wanted to.

Ethiopia is a linguistically diversified country where more than 85 languages are being used in day-to-day communications. Fundamentally, outsized spoken languages in Ethiopia are Amharic, Oromifaa, and Tigrigna and many more [10, 16, and 60]. Of all these languages, only Amharic has its own original scripts that inherited from Ge'ez and Saba. Even though, there are many languages being spoken in Ethiopia, Amharic is dominant, spoken as a mother tongue by a substantial segment of the population, and it is the most commonly learned second language throughout the country [10,60,61,65]. As a Semitic language descended from Ge'ez [10, 33, 34, 53, 60, 72], Amharic is spoken in the Horn of Africa. It is inherited from its common Afro-Asiatic ancestor. It is the official and working language of Ethiopia and the most commonly learnt language next to English throughout the country. This study concerns Amharic (Amharigna) text.

In any case, the ability to write a text in a mother tongue on the text editor could have great implications, as would the potential for speeding text processing. By various means, people who use a computer in the workplace have made reading and writing difficulties more obvious. However, the computer provides a possibility to aid persons with such difficulties. Even if a person can be helped by special education, s/he will continue to need support, particularly in writing. It is, therefore, necessary to develop programs with functions to aid in writing which can help users
spell correctly, to choose among possible desired words and to correct some grammatical mistakes. Research findings in Russia show that around $8 \%$ of the population has serious, specific reading and writing difficulties.

These days, Natural Language Processing plays a greater role in our day-to-day activity, especially in relation to processing natural language that includes completing the word, phrase or sentence in which the writers are intended to produce text documents using various text editors.

Text auto-completing supplications are an artificial intelligence system that used when the writer intends to write the first letter or letters of a word, or few words, predicts one or more possible words or phrases as an alternative for the users to select [3, 4, 22, and 58]. When the user is going to write a fragment of a sentence, the system will provide a list of related alternative words to complete that sentence [1, 17, 26, and 41]. Unless and otherwise the system gives the user no alternative words, the writer should input the next letter of the word or the next word of a phrase for the program to produce other set of words or phrases. Applications like mobile input interfaces, for instance, include word completion in which the user like the once used by the smart phone and other devices can complete a partially completed word to the full word intended. In this regard, scholars in the field, underlined that text completion system can play a greater role in assisting disabled persons to increase their performance of typing and speed for poor spelling [1, 17]. Other researchers have studied and designed Text Predict entry System for Amharic [20, 36, 52, and 69], Afaan Oromo [49], and Somali [70]. However, the findings of their studies were not without gap. The gap was related to the methodology they used and their scope. They were merely confined to statistical approaches for their word prediction. They were not in a position to consider syntactical approaches to handle the context of words in a sentence. Therefore, in this research work, my aim is to consider both syntactical and statistical approaches and find the neighboring context of information to reduce grammatical and spelling errors as well as to improve user satisfaction.

Sentence completion remains one of the an unsolved problems within the domain of Natural Language Processing, with the best results achieving just over $50 \%$ correctness [48] when given five alternatives. The situation also applies to our context. If we take Ethiopia, there is a limited research study on this area that could initiate the development of algorithm. As an initial point, the works in $[20,71]$ have included the statistical distribution of order of characters, and those in [36, 52, 69] have studied the distribution of words on Amharic language. Based on these observations
and results reported in $[20,36,52,69$, and 71], the present researcher proposes context-sensitive sentence auto-completion for Amharic text. The excellent idea of this work is considered, whether the surrounding context is making sense. In general, the experimental result shows that sentence auto-completion is a significant application to solve the problems of sentence construction.

### 1.2 Statement of the Problem

In the previous section, it has been indicated that, though the researchers in [26] achieved high accuracy precision values, sentence completion remains one of the unsolved problems within the domain of Natural Language Processing, with the best results achieved just over $50 \%$ correctness [48]. The ultimate reason that motivated the researcher to conduct a research on this topic is, on the one hand, the limited knowledge the researcher has about the significance of sentence autocompletion for Amharic sentence construction. On the other hand, in our context, there is no research that has been conducted on the area so far. In short, sentence completion for Amharic languages is not an exploited research problem yet. Hence, software localization for independent language is not straightforward since the language behaviors (i.e. syntactical structure) of this language are different from English and other European languages. When we observe the Amharic sentence constructed from the perspective of different groups, some of these groups miss some characters of a word, be it in the initial, in the middle, or in the final and some words of a sentence as well. Others also miss the sentences' grammatical structures, maybe due to different factors, such as the increased typing of a text, regional dialects or/and the complex nature of longer sentences. Lack of good command of the Amharic accent can be another factor. This is the reason why this research work should concentrate on sentence completion here.

Nowadays, the number of computer users in the world, in general, and in Ethiopia, in particular, is increasing in a minute. People, in both contexts, may want to prepare and write their documents and file those documents using computer. However, in this busy world, preparing and writing a document using computer is not an easy task. A writer begins one sentence and ends with another. At this moment, problems at grammar level may occur, especially when the varied sentence constructions in the Amharic language lead to faulty subject-object-verb agreement, or they can occur purely on the level of logic, where the sentence is technically correct but makes no sense. However, societies need sentences that are complete, meaningful and acceptable by them to
communicate effectively. For this reason, sentence production cannot be viewed as an easy task since no one is perfect in his/her writing to construct a good sentence when an idea is raised.

It is obvious that Amharic, the official language at national level [10, 11, 33, 35, 37, and 60], is one of the major languages that are widely spoken and used in Ethiopia. Despite the fact that Amharic has a large number of speakers and is widely spoken and used in the country, no local research conducted on context-sensitive sentence auto-completion has been observed so far. The only research works available so far were all confined to word-prediction level. They did not see sentence auto-completion. In addition, the findings of these studies were valid for mobile users only. They under looked the demands of computer users. Undeniably, the findings of these studies might have helped the mobile users avoid their problems related to misspelling of words, time consumptions and slow typing skills and the like, thereby creating a conducive atmosphere for them to communicate effectively using the target language. However, the need of computer users is more than word-prediction. They also need sentence auto-completion. It is this situation inspired the present researcher to conduct this research.

Furthermore, most of the time, writers face difficulty deciding which word or phrase comes next to which other word or phrase and, as a result, they begin to worry about misspelling words, correctness of grammar, and entering text, just spending their time to construct a sentence in Amharic language. User interface design plays a significant role in enhancing the usability of a given product. One aspect of the user interface is the provision of efficient functionality for text input. Most applications, including the ones available on the constrained input devices (like mobile), have such facility. However, they are solely developed for few major languages in the world. Such applications are significant when cost of input is high and the input text tends to have repetitive nature. Besides, auto-completion is everywhere, including on search-engines (like Google), word processors (like MS-word, Open office), and email composition, where texts tend to be repetitive, programmed, etc.

As mentioned above, as far as the researcher knowledge goes, there are no usable Amharic sentence auto-completion techniques and tools at hand to solve the problems of the local people while they are typing texts. As a result, the development of such applications is not
straightforward, maybe as the number of words in a given phrase or sentence is unknown and very large. In addition, Amharic is known for having sentences with ambiguous meaning and many characters, making sentence auto-completion a difficult work. For this reason, the researcher's plan is to investigate the problems of sentence completion in Amharic language and forward possible solutions to these problems. Therefore, the following are the research questions that would be answered in the study:
$\checkmark$ How a continuous Context-Sensitive Sentence Auto-completion for the Amharic language should be developed?
$\checkmark$ Which sentence auto-completion algorithm is more appropriate for completing the remains portion of the Amharic sentence?
$\checkmark$ To what extent the prototype works?

### 1.3 Objectives of the Study

The main objective of this study is to investigate and design a context- sensitive sentence autocompletion and implement a prototype of algorithm for Amharic text. Therefore, the following is a description of some of the specific objectives of this research work, which are attributed to:
$\checkmark$ Review related literatures on the prediction and auto-completion in the area of NLP and IR,
$\checkmark$ Determine the appropriate texts of Amharic language from the collected document to prepare for training and testing purpose,
$\checkmark$ Identify both syntactical errors and problem of sentence clarity,
$\checkmark$ Determine the appropriate algorithm which is related to the Amharic sentence completion,
$\checkmark$ Build a model for predicting the Amharic sentences using the combination of futures (i.e. distance similarity, part- of-speech tag and tf-idf),
$\checkmark$ Develop a prototype Sentence Auto-completion System for the Amharic text suggestion,
$\checkmark$ Test and evaluate the performance of the prototype,

### 1.4 Scope of the Study

The study will be restricted to investigating sentence auto-completion in Amharic language using distance similarity, part-of-speech tagging and tf-idf. However, the system has trained only to use a medium-size of Amharic sentence documents. This is due to constraints, such as time and lack of readymade corpus, resources to advance work in NLP and Information Retrieval, etc. even where there is the will and expertise to implement. To train large corpus using NLP techniques requires high processing speed and large memory of the computer. Moreover, another limitation of this research work is the observed limited number of words prepared in the sentence. Further, the research does not concern the semantic methods and techniques.

### 1.5 Methodology of the Study

For conducting this study, that means to accomplish a task of sentence auto-completion one has to have statistical and syntactical information, such as length, the frequency occurrence of tags of a word in the sentence, and the frequency of sentence in the corpus. To achieve the expected result of the study, different approaches, such as the following are employed:

### 1.5.1 Review of Related Literature

Reviewed literatures from different sources (articles, books, journals, Internet and so on) to understand word and sentence completion. Moreover, related literatures will review to understand related works, conceptual works, and grammatical structures and systems in particular Amharic language.

### 1.5.2 Implementation Tools

In this study, we will use a number of tools in order to come up with the solution for the problem we need to address.

### 1.5.3 Experiment

Experiments will be performed to evaluate the performance of the developed prototype of a sentence auto-completion model. The researcher will use volunteer groups to collect and prepare test set to evaluate it.

### 1.6 Significance of the Study

There are benefits to be derived from the findings of this study. First and most, the findings of this study will be important to all application users on computer. Writers, especially those who have difficulties deciding which word or phrase comes next to which other word or phrase and worry about misspelling words, missing correct grammar, and entering text, just spending their time to construct a sentence in Amharic language, will find the result of this study invaluable. In addition, the result of this study will benefit the public at large. The researcher and the language user at large will use the system to assist themselves in producing text:
> It will enhance the speed of text production,
$>$ It will enhance the reading of text,
$>$ Improves text inputting efficiency of personal computer,
> Reduces the rate of producing misspelled words and grammatically wrong sentence,
$>$ Increases the usability of application accepting text input from users,
$>$ Increase the speed of communications in chatting, email composition, letter, reports etc.,
$>$ It will be also contribute to future researches and development in the area of Natural Language Processing specifically in machine translation, speech processing, text processing, Information Retrieval, grammatical analysis, content and thematic analysis.

### 1.7 Organization of the Thesis

The focus of this research work is to solve the problems related to sentence auto-completion in Amharic text. This chapter introduces the problem of sentence auto-completion apart from putting it in the context of other relevant problems in Amharic language computing. The rest part of the thesis is organized in four chapters. In chapter 2, we provide a survey of review of related literature in word prediction, and related works in auto-completion that are investigated on different issues. In addition, in this chapter, the researcher will deal about some linguistic structures and syntax of the Amharic language is presented. Our selected area and proposed algorithms for the task of context-sensitive sentence auto-completion and methodology parts are presented in Chapter 3. In Chapter 4 deals about how implementation of a prototype and experimental results have achieved, in order to show the result of the developed system. Ultimately, in Chapter 5 talks about conclusion of the thesis work and finding, limitations of the current work, and recommend possible future out line works.

## CHAPTER TWO

## Review of Related Literature

Research takes the advantage of the knowledge that has accumulated in the past because of constant human effort. It can never be under-taken in isolation of the work that has already been done on the problems that are directly or indirectly related to a study proposed by a researcher. A careful review of the research journals, books, dissertations, theses and other sources of information on the problem to be investigated is one of the important steps in the planning of any research study [76]. To inform the current research, the researcher looked for other previous reviews of the computer science and linguistic researches. Accordingly, this chapter primarily deals with the state-of-the-art, relating to text auto-completion techniques and word predictions, which is the concern of this paper. The aim is to find out the gaps among the early papers and to get some insight into context-sensitive sentence auto-completion techniques. However, the researcher has found very important to review in advance some linguistic characteristics of Amharic language in order to lay the foundation for the concept of Amharic language.

### 2.1 Some Linguistic Characteristics of Amharic Language

Amharic, which belongs to the Semitic languages family, is one of the most widely spoken languages in Ethiopia. The language is spoken as a mother tongue by a large segment of the population in the northern and central regions of the country and as a second language by many others. It has its own script that is borrowed from another Ethiopian Semitic language, namely Ge'ez [21]. However, this work does not consider the spoken part of this language but its written aspect.

### 2.1.1 Amharic Language and its Writing Styles

It has already been noted that Amharic is one of the languages with its own scripts borrowed from the ancient Ge'ez language. Accordingly, when we see its writing style, unlike Arabic, which is from right to left, Amharic is from left to write just like English. Its scripts, like the scripts of all other Semitic forms of writing, are originally consonantal. The number and order of those
 The consonants and the vowels must unite to yield a particular sound in the language. This,
however, does not apply to the six ${ }^{\text {th }}$ sounds of the language in the alphabet, which should sometimes stand alone depending on the sequence in which they appear in a word.

### 2.1.2 The Amharic Characters

The Amharic character set does not have uppercase and lower case letters. The character set has been incorporated in the International Unicode Standard. Its kind $v(h a)(U+1200), v(h u)$

 $(\mathrm{U}+1210), \boldsymbol{\phi}(\mathrm{ha})(\mathrm{U}+1211), \boldsymbol{\omega}(\mathrm{U}+1212)$, $\boldsymbol{h}(\mathrm{U}+1213)$ etc. The total number of characters is around 344 [25].

As mentioned before, Amharic is the official language of Ethiopia. It is also the working language of some regions in the country. The present writing system of Amharic is taken from Ge'ez alphabet, which was the language of literature in Ethiopia in the early times. The Amharic writing system consists of a core of 33 characters, each of which occurs in a basic form and in six other forms known as orders. Each graphic symbol represents a consonant together with its vowel. The vocalic symbol cannot be detached from the consonant element. That is, Amharic does not use independent symbols for vowels. In [26], scholars discuss the Amharic script is a syllabic rather than an alphabet.

Nowadays, Arabic numerals are commonly used as Amharic numbers. Sometimes for official writing Amharic uses Ge'ez numerals [25].

### 2.1.3 The Amharic Syntax Structure

In this section, we introduce the syntactical arrangements and relationships between the part of speech in Amharic language and some other languages. Researchers observed in [31] noted that the knowledge required to order and group words together come under the heading of syntax.

Amharic sentences are usually shorter and simpler than English sentences. Amharic often adds syllables to nouns instead of separate words to indicate possession, verb tense, gender and number. English sentence structure is subject - verb - object agreement. If the complexities of a sentence increase, the structure also may extend to SVO-SO. Unlike English, Amharic has subject- object -
verb surface structure [24, 23]. For example, 'my friend wants tea' can be translated into 'Guadegnaye shay tifeligalech', literally translated as 'My friend tea she wants'.

Other researchers have also discovered in their studies that the verb may not always come at last, as far as its position is concerned -it may be the object. The surface structures of certain languages such as Russian, Japannese, Hindi and English are shown in the following figure [23], showing that Russian language has a surface structure similar to the structures of English and Hindi.


Figure 2.1: Russian, Japannese, Hindi and English language surface structures (source: [23])

In this study, however, the researcher concentrates on the syntax structre of the Amharic language only. Let us see the following examples:


In Amharic, the structure of the sentence indicates that (ine bəməkina mət'ahuः wəndme Gn bəbabur). 'In' is a subject; 'bemekina' is an object; then, ' $\begin{array}{r} \\ \text { ' } \text { is a punctuation; 'wendime' is a }\end{array}$ subject; 'Gn' is a conjunction; 'bebabur' is an object, and 'Meta' is a verb. Generally, it has an (S-$\mathrm{O})-(\mathrm{S}-(\mathrm{O}-\mathrm{V}))$ structure. In the second sentence, B has the same meaning as A but a different structure (S-(O-V)-(S-O).

Bach's in [21] has argued that according to the preposition position shift and attachment with the verb, Amharic has a VSO syntax structure. In Amharic, the grammatical structure is SOV, superior to the grammar with SVO and VSO grammars. Therefore, determining this kind of rule is one of the specific challenges in this research.

The Amharic sentence is constructed from different tagged sets. In [24], some Amharic data contain the following tag sets: $\mathrm{ACC}=$ accusative, $\mathrm{AUX}=$ auxiliary, $\mathrm{DEF}=$ definite, $\mathrm{F}=$ feminine, IMP = imperfect, $\mathrm{M}=$ masculine, $\mathrm{NEG}=$ negation, subscribed $\mathrm{O}=$ object, $\mathrm{P}=$ prepositional suffix, $\mathrm{PER}=$ perfect, $\mathrm{PL}=$ plural, $\mathrm{POSS}=$ possessive, $\mathrm{REL}=$ relative marker, $\mathrm{S}=$ singular, $\mathrm{TOP}=$ topic. However, in this research work, when the morphological analyzer tool is supplied with our corpus as an input, it gives copula, and noun and verb tagged sets as an output. A noun is a word or agroup of words (other than a pronoun) used to name a class of any people, places, or things. A verb is a word used to express an action, to state an event or an occurrence and forming the main
 word or group of words, in particular a form of the verb and connecting a subject and a complement. The other word classes that not grouped are unknown were categorized as "other".

### 2.2 Text Prediction Entry Techniques

Text prediction, as its name implies, is used to predict the word that the user is typing with the help of grammar rules for the English language, making word prediction more precise, reducing the number of key taps required, saving the user's time and achieving an optimization over the existing systems.

There are different types of entry techniques that include speech, chorded keyboards, handwriting recognition, various gloved techniques [1], scanner, microphone, and digital camera. Predictive text is one of the data entry techniques used in mobile or computer. In this technique, the system predicts what the user most likely intends to write based on some frequencies or other information.

Scholars in [5], using a large dictionary of words for disambiguation, have developed a new text entry method for mobiles with a single key- press per letter on a standard phone pad. They have also discovered a system that predicts letters with much combination of key-presses. According to
these scholars, there should be one or two words to match a given keystroke sequence (other combinations being non-sensible). This implies that, a predictive model of text entry method, if it makes use of a large dictionary of words, can suggest valid words to the user.

Other researchers in [6] have tried to address the problem of text entry on mobile phones. To solve the problem they have designed the text entry predictive methods that utilize the 12 -key keypad and the model provides individual predictions for one-handed thumb and twohanded index finger use. Further, the same researchers have discussed the three most common text entry approaches throughout the paper such as Multi-press, two-key press and T9 methods. However, they cannot provide word prediction.

The researchers in [20] have proposed a new text entry algorithm known as EasyET (ETWirelessKeyBoard) that predicts the next word while the user is typing a current word. However, they did not consider a new text entry algorithm for other devices like computer keyboard.

### 2.3 Prediction Systems

The prediction system work was first put forward in July 1995 [19]. Researchers in [30] have developed "a generic word prediction" model. A researcher in [27] argued that word prediction is predicting the most likely words tokens or words to follow a given segment of a text. This means that, a few keystrokes produce complete words or word sequences, and the number of keystrokes necessary to generate texts will be reduced.

Prediction can be a character, a word or a phrase. In the case of character prediction, the next character can be predicted based on the previously inserted character(s), whereas in the case of word prediction the word is predicted based on some of the characters or words that were previously inserted in the editor [2]. On the other hand, phrase prediction system is guessing the number of appropriate phrases. Other researchers in [3] have studied the character prediction and its potentials for increasing recognition accuracy and provided a character predictor based on ngram with an optimal length of context for application to handwriting recognition.

Researchers in [4] believe that having more accurate predictions will provide a number of advantages like improving the quality as well as the quantity of message production for young people, for persons with language impairments, and for those who have learning disabilities and disambiguate sequences from ambiguous keypads and correct spelling errors. Another researcher in [66] has presented FASTY prediction system that includes several innovative features. A FASTY word prediction system have included prediction of compounds, prediction of proper inflectional form based on the use of parsing, dictionaries based on general language corpora and on users' own texts and so on. Initially, a number of language were supported these are Dutch, French, German and Swedish.

The previous works, which were related to prediction and auto-completion systems, were to concern low-inflected languages such as English. The recent work, however, aims to consider highly inflected languages such as Amharic. According to some related researchers, reported in [66, 67, 68], morphological form variation is a problem in a prediction system. Morphological forms express mainly the number and, in some cases, the gender. When there are only fewer variations of a word, it is possible to store all of them in a dictionary. However, as highly inflected languages produce many forms, it may be difficult to store all of them. This is the main reason for the search of new prediction methods in languages with a wide use of prefixes, infixes and suffixes.

To predict the next word, prediction algorithm may include different type of information about words. Some of them use only statistical information about the words in the sequence, such as unigram predictor, bigram predictor and trigram predictor. Others may also include syntactic information about the words using part-of-speech tags.

Furthermore, other applications such as word sense disambiguation, probabilistic parsing, part-ofspeech tagging, etc. [see in [31]] can be used in a word prediction system to develop it. A word prediction system facilitates the typing of text for users with physical or cognitive disabilities [18, 9]. As the user enters each letters of the required word, the system displays a list of the most likely probable words that could appear in that position. However, this study uses only part-of-speech tagging for finding the most frequent tag sequences.

In [19], said that current prediction function uses the word frequency lexicon, the word pair lexicon, and the subject lexicon. To train the system, they have used around 10,000 words with frequency information. The word pair lexicon consists of 3,000 reference words, each of which has an associated list of one to nine words that frequently succeed it. According to these researchers, the purpose of the subject lexicon is to allow the prediction system to adapt to the user's language by adapting the word frequency lexicon with those words of the user that are not in the lexicon or that have a rank higher than 1000 . The user input is typically a prefix of a complete query $q$ that the user intends to enter. The algorithm returns a list of k completions, which are suggestions for queries, from which the user can select.

The same researchers showed that when the input prefix is short ( 1 character) and the context is relevant to the user's intended query, then the weighted MRR of Nearest Completion is $48 \%$ higher than that of the standard Most Popular Completion algorithm. The Nearest Completion algorithm suggests the user's prefix input that is most similar to the recent queries $\mathrm{s} / \mathrm{he}$ has just entered. However, when the context is irrelevant, Nearest Completion is useless. To solve this, these researchers have proposed hybrid completion, which is a convex combination of Nearest Completion and Most Popular Completion. Hybrid Completion is shown to be at least as good as Nearest Completion when the context is relevant and almost as good as Most Popular Completion when the context is irrelevant.

According to these researchers, Nearest Completion computes the similarity between queries as the cosine similarity between their rich representations. Nearest Completion is designed to work well when the user input has a non-empty context and this context is relevant to the query that the user is typing. They concluded that Nearest Completion relies either on no information or on false information and, thus, exhibits poor quality.

The Reactive Keyboard [15] works by attempting to predict what the user might want to select next on the basis of its preceding input. To predict the most likely next keystrokes, the system uses the sequence of the previous keystrokes. It uses an n-gram model for characters, created from text
samples and from the user's input. The model is stored in a special tree structure that allows partial matches between context and model to be found economically. The idea is to use the $\mathrm{n}-1$ previous characters to predict the $\mathrm{n}^{\text {th }}$ one, where possible. If matches cannot be found, the context is shortened by one character, and the processes continue. Generally, keystrokes can only be predicted with limited accuracy.

For English language, VanDyke [38] has developed a word prediction system to provide the user with a list of grammatically appropriate words. The predictor works by transversing the search space produced by constructing the parse tree of the input sentence. The parser holds all possible structures for the partial sentence entered so far, and thus at each point in the sentence, it knows what syntactic categories can be in the next position. This eliminates a number of words to choose from, resulting in predictions that are more appropriate. However, it requires a considerable amount of work to parse partially the input sentence every time the user completes a new word. There is no evidence of testing the system to see whether the use of grammar helps improve the prediction performance.

Even-Zohar and Roth [40] have incorporated additional information into the learning process of their word-prediction system in order to learn better language models in comparison to prediction systems that use $n$-gram models. In the proposed prediction system, the local context information along with the global sentence structure is considered. For this purpose, a very large set of features, characterizing the syntactic and semantic context in which the word tends to appear has used, is learned for each word in terms of the features, and a learning method that is capable of handling the large number of features is used. A language for introducing features in terms of the available information sources is also defined.

Each sentence is represented as a list of predicates called the information source (IS) of the sentence. Features are defined as relations over the information source, or aspects of the structure of the sentence. A few examples of features are the adjacency relations between words, word collocations, and the part-of-speech tag assigned to each word. There are also complex features
such as the dependency relations between words and the role of each word or phrase inside the sentence, i.e., if it is a subject, object, etc.

A researcher in [39] has developed a new system whose scope was extended to include part-ofspeech tag trigrams and word bigrams at each prediction point. The prediction algorithm has been interacting with a first-order Markov Model for words and a second-order Markov Model for part-of-speech tags. This considered conditional probability of a word by giving the probability estimation of the tag obtained by the tag Markov Model. The idea (i.e. assumption) of the prediction algorithm was first to obtain probability estimation for the tag of the next word using the tag Markov model. In the next step, probability estimation was found for the next word using the word Markov model. The tag probability estimation from the previous step was used to promote a rank of the words with the most likely tag. The tags unigram, bigram and trigram lexicons are created from the same corpus and used to build word unigram, bigram and trigram language models. Three texts of about 10,000 words each have been used for evaluation. The system achieved a keystroke saving of about $43.2 \%$, when given suggestions but no adaptations were used.

Fazly in [37], a comparison algorithm has been developed. The works of this researcher has achieved $90 \%$ accuracy using Unigram predictor. The researcher also employed four other predictors such as bigram, part-of-speech tag, and tags-and-words to predict the next word. These systems were capable of achieving an accuracy ranging from around $91 \%$ to $92.75 \%$.The highest accuracy is that of the linear predictor.

### 2.3.1 Adding Semantic Information

The work of adding semantic information started in February 1996 [19]. Semantic analysis can also be very useful to familiarize the search for possible words to a well-defined semantic context [59]. Nevertheless, this approach has not given good results so far due to the difficulty of including semantic content to every word to process it in short time. While it is unlikely to result in any actual keystroke savings, it seems encouraging to construct some thought in the writing process to present the user with suggestions of words that are semantically congruent with the preceding words. Likewise, this thesis also does not consider semantic information.

### 2.4 Related Works

Recent works showed that many researchers have done on word prediction for certain languages like English, Hebrew, and Swedish etc. Moreover, they have done sentence completion for English language by using different methods to compare and contrast the performance of the system.

In this section, though, the researcher's main concern is to discuss some related works in the Amharic language, such as Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm in a Wireless Environment and Word Prediction Model for Amharic Online Hand Writing System for Amharic language are presented. In addition to this, however, with the intention of getting some insight or input into the concern of this section as well as the present work, the researcher wishes to first discuss query auto-completion, phrase auto-completion and sentence completion for another language, for example English.

### 2.4.1 Text Auto-completion for the English Language

This section reviews query auto-completion, phrase auto-completion and sentence completion with regard to the English language. The purpose is to get some insight into sentence auto-completion for the Amharic language, whose discussion will be held later in the section that follows.

### 2.4.1.1 Query Auto-completion

In [25], Query auto completion has been defined as a pair of W and D , where W is a range of words (all possible completions of the last word which the user has started typing) and D is a set of documents (the hits for the preceding part of the query). To process a query means to compute the set of all word-in-document pairs ( $\mathrm{w}, \mathrm{d}$ ) with w in W and d in D .

A query auto-completion (QAC) algorithm can accept a user input x , which is a sequence of characters typed by the user in the search engine's search box. According to their discussions in [17], the basic type of auto-completion algorithm, including topic clustering, query co-occurrence analysis, session analysis, and user search behavioral models. Query auto-completion algorithms differ from Query recommendation algorithms in their input (a prefix of a query vs. a full query) and in their output ((mostly) completions of the user's prefix vs. arbitrary reformulations of the query). According to another researcher, the framework for query recommendation algorithm can
leverage any state-of-the-art to construct its rich query representations. Researchers in [17] have proposed the first context-sensitive algorithm for query auto-completion and updated it.

### 2.4.1.2 Sentence Completion

An information retrieval approach is used to find the most similar sentence to a given user text inputs. Several researchers often face information retrieval problems. These problems could be solved by using approximate string matching without index structure [41]. Other researchers in [26] have developed an algorithm using inverted index files in order to increase the speed of a string matching retrieval model. In these studies, the occurrences of the query terms are merged and an approximate string matching is performed on the corresponding text positions.

As mentioned above, Grabski and Scheffer in [26] have developed an indexing algorithm that still ensures finding the best sentence but typically has a sub-linear behavior. They extend this approach into two respects. Firstly, given a sentence fragment of length m, they have searched for sentences whose initial words are most similar to the query fragment in the vector space model (rather that differing in at most k terms). Secondly, they have presented a pruning algorithm that interleaves accessing of indexed sentences with pruning of sentences that need not be accessed because they cannot be more similar to the query fragment than the best sentence currently found. This algorithm is based on an inverse index structure (see Figure 2.2 below) that lists, for each term, the sentences in which the term occurs (the postings). The system, however, considers only the user input to be a fragment of a sentence. When the fragments miss any one of its component, the system is unlikely (or will fail) to suggest the expected sentence.


Figure 2. 2: Inverted index structure over the data (source: Grabski and Scheffer [26])

Finally, they have concluded that a substantial fraction of sentences can be completed successfully after three initial words. They have achieved up to $90 \%$ precision and $60 \%$ recall. However, they have considered only the initial fragment of the current sentence as input and have used domain specific dataset, disregarding all the preceding sentences and inter-sentential relationships. In our system, however, those problems solved by considering the input of words in the sentence may be inclusive.

Other researchers in [56] have developed an evaluation metric and protocol that is practical, intuitive, and independent of the user-specific tradeoff between keystroke savings and time lost due to distractions. According to their experimental analysis, they have concluded that N -gram based completion method has a better precision recall profile than index-based retrieval of the most similar sentence.

### 2.4.2 Text Input Methods for the Amharic Language

In [20], researchers have proposed the system 'Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm in a Wireless Environment' that predicts the text according to the user input and facilitates message text exchange with Ethiopic scripts on a wireless phone. They have used two methods, such as Multi-press and Three-key input methods as well to develop this system. In order to determine the frequency of words in the dictionary, they have used three rating attributes. Moreover, they have developed a wireless application for Ethiopic text messaging. The same
researchers eliminated 'superfluous' characters, replaceable characters, Ethiopic numerals and labialized characters during text processing which reduce the number of characters in the font set. Accordingly, they have discussed two factors that have impacts on the prediction of the Amharic words. On the one hand, the structure of Amharic language and the statistical distribution of the order of characters, and the other was the habits of users to write words, phrases and sentences. Additionally, in his work, it was mentioned that to predict a word or phrase 'apriori' is difficult unless a dictionary is used in order to build a library of words, phrases and sentences commonly composed by the user. Eventually, they have achieved 40 \% keystroke savings.

Furthermore, another researcher in [77] has designed the word prediction system that takes recognized handwritten characters from an online Amharic handwriting character recognition system. She has designed the algorithm without considering the constraints of the handheld devices such as PDAs (Personal Digital Assistant). Another researcher in [78] has considered these constraints and developed his system for PDAs. However, the works of both researchers in [77] and [78] are just to recognize and display a single character not to write Amharic text. By observing the gap, other researchers in [36] have adopted it to give the recognized character to the word prediction system as an input, and developed an online handwriting word prediction system for Amharic language. The algorithms required for assigning word frequencies from the corpus to the dictionary (lexicon) and for predicting words have designed and implemented experimentally by using N -gram models. In order to determine the frequency of words in the dictionary, he has used wordSmith tools. To predict the current or the next position of a word they only used word frequency information. In whatever way, the algorithm ignores the previous context and does not consider the syntactic structure. Finally, the researcher showed of $81.39 \%$ accuracy was achieved.

In this research work, an approach based on the syntactic analysis and information retrieval of the sentence that tries to extend the previous statistical prediction methods has described above. The algorithm may suggest words, which are not grammatically appropriate.

In general, as mentioned before, the idea of developing prediction system for Amharic is not new and couples of researchers have presented their work. The first one is a Master's thesis focusing on word prediction online handwriting recognition for Amharic language [36] and the other is

Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm in a Wireless Environment. As discussed in the above section the limitation of researchers work is related to the method in that they used frequency information only to predict the next word. In addition, another researcher in [69] design text predict entry system for Amharic text on mobile phone. This work has been used similar method in [36] but has used different training data set. The reliance on such statistical information only made the approach to lose the context of the previous word. According to recent works, researchers have manipulated word frequency effects in naming tasks are often considerably less than 100 msec . The problem of this fact is lack of context with word frequency interaction in the data. In this study, we include linguistic knowledge to solve such type of problem.

These researchers, particularly in [36,69], found that written Amharic text has a high degree of redundancy. Based on these finding, it is natural to ask whether users can be supported in the process of writing text by systems that predict the intended next words, or sentences.

Ultimately, as mentioned above, the main ideas of learned knowledge is summarized as follows:
A. A sentence completion is an unsolvable, natural language processing problem,
B. The distribution of frequent co-occurring words is not sufficient for context-sensitive word selections,
C. The small size of a dataset has negative impacts to improve the accuracy of a prediction system,
D. To improve the performance of a system, researchers find a solution to decline the negative impacts and increase the accuracy of sentence completion system.

Based on this problem, we require different analyses to minimize the problem that Natural Language Processing and Information Retrieval Approach. In order to check and adopt this idea, the researcher designs a prototype to run different experiments and compare the performance of sentence auto-completion techniques. This context-sensitive sentence auto-completion is design to consider the ideas mentioned before.

## CHAPTER THREE

## Methodology of the Study

The aim of this study was to investigate and design a context-sensitive sentence auto-completion and implement a prototype of algorithm for Amharic text. Accordingly, the study has attempted to check if the written text is syntactically correct and whether there are any words missed by the writer in his/her sentences during sentence construction. It was also to suggest some possible solutions to the problems (if any) based on the findings. Accordingly, in this chapter, the researcher discusses the methods of he used to design and develop context-sensitive sentence autocompletion for Amharic text. The following are descriptions of procedures, and methods and techniques of the study and the samples used.

### 3.1 Data Preparation

Sentence completion is not an easy task to design a model since the length of sentences differs, syntactic information of words and sentences are ambiguous, semantic information lacks ad hoc and so on. As mentioned above, there is no ready-made corpus for Amharic, the target language. Thus, to design the model and accomplish the below tasks of sentence auto-completion, the researcher has performed various tasks as described in the subsequent sections. He first collected Amharic corpus from different sources and then cleaned the collected data.

To this end, the following subsequent sections are presents how the test and training data has been collected and prepared, and the system that designed and developed so far.

### 3.1.1 The Training Set

The training data set was obtained from different sources. The primary source of the data was the Amharic Wikipedia Dum ${ }^{1}$. This data was composed of text samples from different eras and different groups. It has a size of 1.9 GB in .xml file formats and included 12,000 Amharic articles.

[^0]The data contained xml and html tags, cases, invalid characters, multiple white space suppressions and UNICODE characters. Due to this, the researcher has sanitized unwanted data using the java programming language. The other sources of this corpus were Amharic newspapers, Amhara TV, and social media comments. In addition, the researcher collected 135-news texts from Walta Information Center Agency (i.e. since 2014/2015 G.C). Generally, the data set was domainindependent.

Finally, the size of this cleaned data was found to be 25.5 MB , containing 1,135,662 tokens and 243,205 lines. From this data, the researcher prepared 10,000 sentences to train the model. This corpus was named "MDS Amharic corpus." Unfortunately, the systems were trained with only half of the prepared sentences (i.e. 5,000 sentences) due to lack of enough working memory. This has convinced the researcher to include all resources. The task of information source most valid at hand was length, pos tag and tf-idf information. In general, corpus preparation is shown blow diagramatially. Read the file $\rightarrow$ Removal of non-Amharic texts $\rightarrow$ Removal of nonsentences $\rightarrow$ Tokenization $\rightarrow$ corpus

As shown above, the corpus preparation is not straightforward. Firstly, read the prepared .xml file extension from its directory. Then, in the data-cleaning component, clean the unwanted texts that are non-Amharic scripts and non-sentences. Next, the researcher has selected Amharic sentences. Finally, he prepared the training set as shown below.


Figure 3. 1: Training data set preparation steps

The corpus contained two main items, (See Appendix A and B).

### 3.1.2 The Test Set

In order to investigate the effectiveness of the prototype, five volunteers were selected nonrandomly to evaluate the proposed systems that were designed as a prototype. The researcher selected these people purposely because of their good computer background skills and long experiences in the field. The test set was prepared in two ways: by asking the evaluators to prepare 10 sentences of their own each and then by selecting 16 other sentences of my own randomly from the training set, adding up to 66. To this end, the participants were only informed about how long
their sentences in the Amharic language should be on the average. Since according to the researcher's corpus, the average length of the Amharic sentences was found to be fourteen. It was calculated as follows:

$$
A=\sum T / N
$$

## Equation 3.1: Formula to calculate average length of a sentence in the Amharic language

While "A" refers to the number of average words in the Amharic language, particularly in this thesis work, " N " stands for the total number of sentences that exist in the corpus. " T " denotes the number of words that are found in the sentence.

Fortunately, the evaluators prepared fifty sentences of their own. Sixteen other sentences were selected randomly from the training set. Totally, sixty-six test set sentences were prepared so far. In general, a minimum of three words and a maximum of fourteen words were prepared.

### 3.2 Design of Context-Sensitive Sentence Auto-Completion

As the system relies on statistical information like length, co-occurring frequencies and other syntactic information like part-of-speech, the aim of collecting data was gearing towards getting these data.

Thus, the research approach used statistical and syntactical information extracted using three important features: (a) distance or length similarity, (b) POS information in constructing sentences and (c) tf-idf. To this end, the researcher developed different versions of his auto-completion system, each using only one of these features. He also combined these three features to enhance the performance and this is called the hybrid method.

The hybrid auto-completion method has three components, such as distance similarity autocompletion, probabilistic POS auto-completion and tf-idf weight auto-completion. The distance or length criterion was to calculate the difference between the length of the input string and the string that contains the fragment of sentences provided by the user. This feature moves sentences, which can be completed with a few additions, or deletion operation in the top rank. The detail is discussed in Section 3.2.1. On the other hand, using statistical information, probabilistic POS auto-
completion component works by examining the likelihood of the part-of-speech sequence exhibited by the sentences. Put differently, the system learns the most probable Amharic sentence structure in the statistical information from the part-of-speech categories of the words in the sentence. The detail is discussed in Section 3.2.2. TF-IDF auto-completion is the third component of the hybrid system that calculates the user input term occurrences within each sentence and the frequency of sentences that contains the user input. It also calculates, the overlap of words in the sentence using n-gram. The detail is discussed in Section 3.2.3. In addition, the detail of hybrid sentence auto-completion is discussed in Section 3.2.4. In general, how sentence auto-completion works looks like the following.

Suppose, we enter two or more words or phrases. The system displays the following top ranked sequence of sentences:

$$
\ldots S 1, S 2, S 3, S 4, S 5
$$

Accordingly, sentence $S 1$ is automatically suggested first since it is the most relevant one to the user query term followed by S 2 , which is the second top ranked sentence, then S 3 is the third top ranked, and S 4 and S 5 are suggested according to the sentence ranker algorithm. In addition to this, the researcher discusses the method used to design the system.

### 3.2.1 Distance-Similarity-Sentence Auto-completion Method

In this section, the researcher discusses how the auto-completion algorithm works to complete the user entry texts. Firstly, the algorithm counts the remaining number of words and calculates the difference between user input strings and sentences that contain these user input strings. In addition, the algorithm accepts, character by character, the character of the user input and finds the similarity of the input string to the sentence in the corpus.

The researcher focuses on the following three features in this model: (1) Counting the left length to be completed, (2) Calculating the similarity (or similarities) between the user input and the sentences in the corpus and (3) Sorting the calculated similarity (or similarities) of the two in an ascending order.


Figure 3. 2: Distance-sentence-similarity auto-completion architecture

The architecture has included collected data and training data, preprocessing module, user input, and distance similarity auto-completion. Collected and trained data are discussed in Section 3.1.1 in detail. Another component of this architecture is pre-processing module, which contains data cleaning, and word tokenization. These are used to clean unwanted data, and split document into sentences and words, respectively. The other major component of this system is distance similarity sentence auto-completion, which is used to calculate the distance similarity between user input
strings and the sentences in the corpus. Furthermore, based on the similarity value suggest the best sentences. Table two shows samples of sentences listed and their length displayed based on the following algorithm.


Figure 3. 3: Algorithm for distance similarity auto-completion

The auto-completion engine has taken statistics information from the training data set like number of words and length. To compute length between user input text and sentences, split the user input into words, and words into characters. Then compute user input characters within the sentence characters. Then after, count the similarity between these two strings. Based on similarity counted value of characters within the sentence, the system sorted the similarity value in ascending order. Lastly, auto-completion engine has produced the most likely top five optional sentences. The highest similarity length value printed out at the top, and the left follows. The challenge of this system is predicting the shortest sentences. The system is not considering the more frequent sentences. To complete the missed part of the sentence, the system concentrates only length. The other challenge of this system is, while the similarity length becomes similar values. It is a
problem whose solution the researcher suggests smallest index value displayed first. For example, if $S 1$ is read before $S 2$, $S 1$ is displayed before $S 2$; otherwise, $S 2$ is displayed before $S 1$.

Distance similarity auto-completion algorithm has a redundant sentence removal function that is used to handle distinct sentence list. If the sentence ranker lists the same sentences at a time, the redundancy sentence removal displays only one sentence at a time. In this system, the result or the suggested sentence is not only displayed the prefix of the entered text but to suggest the alternative sentences the user text input should be consecutive. Position of entered text in the sentence does not affect the suggestion system; it can display the sentence if the user entered is matched with the sentence fragment parts. The following figure shows the result conducted by this algorithm.



Str2 refers to query terms inserted by user and str1 refers to set of phrases (fragment of a sentence) that found in the corpus. The following figures show how to figure out the similarity between the texts character by character.
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Figure 3. 4: String similarity sample output

The distance between the two texts according to the algorithm is nine.
The following tabular Table 3.1 contains four columns and seven rows. The first row show ordinary numbers. The second column name represents Sentence List that is extracted from the training set. The third column name represents Length similarity that refers to the result of user input string and the sentence after some deletion and insertion. In addition, the last column name represents Query term that represents user input string.

Lastly, the researcher proposed the use of distance similarity by supporting corpus based retrieval. To suggest the sentence, an auto-completion engine calculates string similarity values. Here, therefore, the following table shows the similarity between user query term and sentences.

Table 3. 1: Top distinct sentence list

| No | Sentence List | Length similarity | Query term |
| :---: | :---: | :---: | :---: |
| 1. |  | $\begin{gathered} 0.6363636363636 \\ 364 \end{gathered}$ |  |
| 2. |  | 0.5 |  |
| 3. |  | $\begin{gathered} 0.4117647058823 \\ 529 \end{gathered}$ |  |
| 5. |  k'ən dras) | 0.15 |  |
| 6. |  bəməsrat lasalfəwu) | 0.125 |  |

The following figures shows the values calculated by distance similarity algorithm (sample of string similarity), which were calculated similarities of user query term to every individual sentences. The following graph $y$-axis shows the length of number of inputted strings and $x$-axis shows distance similarity scored values.


Figure 3. 5: This plots show query term vs. sentence length value
In this algorithm auto-completion engine, suggest sentences value that scored a minimum of distance similarity scored.

### 3.2.2 Probabilistic Part-of-Speech Tag Method

The researcher applied syntactical techniques to help the suggestion algorithm predicts the most likely word classes that are used in the sentence as much as possible ad hoc with the syntax of Amharic language. To analyze the tags, the researcher used HornMorpho ${ }^{2}$, which is a software package developed by python programs to analyze and generate words in Amharic, Tigrinya, and Oromo [53]. This software package is freely available on the internet. It performs morphological analysis (such as possessor, part-of-speech tags, root, gender, number, and person, tense and other) of the word. For words, having more than one meaning returns the first $n$ best analyses, which are ordered by their estimated frequency.

Firstly, the researcher imported this package and gave the corpus to the analyzer. Then, morphological analyzer (HornMorpho Software) processed and provided their part-of-speech tags for every word for each sentence inside the corpus. Then, wrote on the file and performed the frequency of tagged set at sentence level. This is used to know redundant tagged set in the

[^1]Amharic text. In addition to this, extract basic syntactic structures based on probabilistic of sentence to attempt and adequate weight of the correct syntactical form.

The algorithm suggests the most likely sentences according to the user entry of fragment the sentence tags. To accomplish this suggestion, after accepting the user query term or inputs read the corpus files and make computation to rank the suggested sentence. The ranker sorted in ascending order based on the most consecutive tags values after and before the given input texts.

In this study, due to ambiguous meaning of words in the sentence some problems are anticipated, such as missing the correct tags name in the sentence. Ambiguous refers to words that have various possible tags (due to words having more than one meaning). Furthermore, some of the word that are entered from the user or writer tagged as "other" even it has a correct tag set categories. As mentioned before, due to the problem of the syntax analyzer, the researcher has not separated other parts-of-speech tag without verb, noun, and copula. Since the system does not have a warranty, whether the estimation it makes is right or wrong (because of the lack of all word classes). As a solution, a user can rearrange words to make towards the correct syntax. In this approach, the words that are not present in the corpus categorized as "other". This implies that the system asks special interactive session about the syntactic information associated with new words in order to complete the needed information. Figure 3.6 shows the architecture of probabilistic POS system. This diagram has included corpus data, preprocessing module, syntax analyzer, sentence autocompletion engine, user input, and training set.

It is obvious that corpus data are the collected data from different source (see in detail in Section 3.1.1). The other component of this architecture is a preprocessing module that is used to handle two major components, such as sentence and word tokenization. These components are used to split document into sentence and sentences into word, respectively. User input refers to any text that is inserted by anyone. Syntax analyzer is a software tool used to extract word tag information (see in Section 3.1.1). The other major component of this architecture is sentence auto-completion engine that is used two complete the next tag set. The context information is handled from the neighboring of inserted word classes

Thus, context linguistic information is learned from training data set to suggest the best probable sentence contextually for the user.


Figure 3. 6: Part-of-speech tag-based auto-completion architecture

Firstly, the system calculates the syntactical information to determine what the next tag is so. If one/someone input is provided into the system, it accepts and processes tag of every word. This task was assign to an algorithm that described in Figure 3.7. The following table shows the sample result produced by syntax analyzer and frequency counter.

Table 3. 2: Sample of list of sentences with tags and number of words in every sentence

| Sentences with appropriate tag | Number of word | Frequen cy distr. ${ }^{3}$ |
| :---: | :---: | :---: |
|  <br> [məfto/other iskinəga/v ləne/n jəzih/n səw/n sra/v adis/n nəw/cop] | 8 | 9 |
|  <br> [bəld3nət/n gizeje/n jəabaten/n srawoty/n ijajəhu/v idənək'/v nəbər/other] | 8 | 3 |
|  <br> [isu/n gn/other muja/n balb/n nəw/cop blo/v bəwsanew/n s'əna/v] | 8 | 4 |
|  | 5 | 5 |
|  <br>  | 12 | 3 |
|  | 8 | 10 |

Table 3.2 shows sentence with word classes and length of sentences (number of words existed for each sentence) and frequency occurrence of sentences in the corpus.

The concept of suggestion algorithm idea begins to calculate probability estimation for the tag of the next word using the tag Markov model in [37]. In the next section, 3.2.2.1 and other

[^2]consecutive sections (i.e. section 3.2.2.2 and 3.2.2.3) presents how to estimate probabilistic values in detail.

taggedset $=" "$ For each word in wordL:

IF word has POS in Gasser:
For each tuple in POSL:
IF length of tuple is not equal one:
For each str in tuple [1]:
IF str equal to POS:
taggedset=taggedset $+W+$ tuple[1][str]
Return taggedset
While str1 less than length taggedset:
IF str1 is not in Dic:
Dic equal to one
else:

## Dic+one

If the user input tag sequence is, matched within pos tag model
The suggest sentence is taken as significant if the user is accepted
Else
The suggested sentence has less significant
End:
Figure 3. 7: Probabilistic part-of-speech tag algorithm

The results produced by the algorithm (i.e. described in Figure 3.7) are shown in the table 3.1. To suggest the next probable tags cross check the input word and tags within the tagged training sets. In general, a system learns contextual information knowledge from probabilistic part-of-speech model.

### 3.2.2.1 Probability Estimation

To model auto-completion we used information about the counts of N -grams and assess the conditional probability of candidate words as the next word in a sequence-grams are token sequences of length $N . \mathrm{N}$ represents an arbitrary numbers $1,2,3 \ldots$ The model of the autocompletion can formulate as the ability to assess the conditional probability of the input word that given the previous words in the sequence. In this research, N is not fixed it depends on user query term word and character length to complete missing parts. If the user typed two consecutive words the system taken as a trigram (i.e. $\mathrm{N}=3$ ).

$$
\begin{aligned}
\mathrm{P}\left(\mathrm{w}_{1, \mathrm{n}}\right) & =\mathrm{P}\left(\mathrm{w}_{1}\right) \mathrm{P}\left(\mathrm{w}_{2} \mid \mathrm{w}_{1}\right) \mathrm{P}\left(\mathrm{w}_{3} \mid \mathrm{w}_{1}, \mathrm{w}_{2}\right) \ldots \mathrm{P}\left(\mathrm{w}_{\mathrm{n}} \mid \mathrm{w}_{1, \mathrm{n}-1}\right) \\
& =\prod_{\mathrm{i}=1 . . \mathrm{n}} \mathrm{P}\left(\mathrm{w}_{\mathrm{i}} \mid \mathrm{w}_{1, \mathrm{i}-1}\right)
\end{aligned}
$$

## Equation 3.2: Conditional probability formula

More formally, we can use knowledge of the counts of N -grams to assess the conditional probability of candidate words as the next word in a sequence. A useful part of the knowledge needed to allow auto-completion could be capture using simple statistical techniques. We used statistical techniques to compute the probability of a sequence and likelihood of words cooccurring. Further, rank likelihood of sequences containing various alternatives to assess it. Ngram model uses the previous $\mathrm{N}-1$ to auto-complete the rest. The N -grams work well for autocomplete of word or phrase if the test corpus looks like the training corpus.

$$
\mathrm{P}\left(\mathrm{~W}_{\mathrm{n}} \mid \mathrm{W}_{\mathrm{n}-\mathrm{N}+1} \mathrm{~W}_{\mathrm{n}-\mathrm{N}+2 \ldots} \mathrm{~W}_{\mathrm{n}-1}\right)
$$

## Equation 3.3: The n-gram formula

### 3.2.2.2 Language Model

Ways of inserting words using the sequence of word are not context sensitive. The alternative ways to include the neighboring context is achieved used maximum likelihood estimate (MLE).

### 3.2.2.3 Maximum Likelihood Estimation

This can be used to make estimations of how probable a sequence of words is. The estimation is based on how frequent the sequence in a corpus. For the sequence of n words the MLE is.

$$
\mathrm{P}_{\mathrm{MLE}}(\mathrm{~S})=\frac{\mathrm{C}(\mathrm{w} 1, \ldots, \mathrm{wn})}{\mathrm{N}}
$$

## Equation 3.4: Maximum likelihood estimation formula

N refers to the number of sequences of length n in the corpus. For the estimation, one needs a corpus, which contains all possible sequences to produces the probability. This is a practically impossible and no corpus big enough exists.

One may decompose $\mathrm{P}(\mathrm{S})$ by:
$\mathrm{P}(\mathrm{S})=\mathrm{P}\left(\mathrm{w}_{1}\right) \mathrm{P}\left(\mathrm{w}_{2} \mid \mathrm{w}_{1}\right) \ldots \mathrm{P}\left(\mathrm{w}_{\mathrm{n}}, \mathrm{w}_{1}, \ldots, \mathrm{w}_{\mathrm{n}-1}\right)=\prod_{\mathrm{I}=1 . . \mathrm{n}} \mathrm{P}\left(\mathrm{w}_{\mathrm{i}} \mid \mathrm{w}_{1}, \ldots, \mathrm{w}_{\mathrm{i}-1}\right)$
Equation 3.5: Probabilistic sentence vs. word sequence formula
While " $S$ " is a sentence, or sequence of words, $P(S)$ the probability of sentence $S$ to appear in the corpus, and $\mathrm{P}\left(\mathrm{w}_{\mathrm{n}}, \mathrm{w}_{1} \ldots \mathrm{w}_{\mathrm{n}-1}\right)$ which is equal to the probability of the word $\mathrm{w}_{\mathrm{n}}$ to appear after the words $\mathrm{w}_{1}, \ldots, \mathrm{~W}_{\mathrm{n}-1}$.

The algorithm selects a word, set of words, or phrase able to complete the user input string. To this end, the algorithm relies on the probability and the N -gram information provides the pervious step. Put differently, taking the probability of the N -gram of the words in the corpus it calculates their probability and selects the one's with higher probability values. After selecting the best N -grams, the system provides the result to the user. Thereafter, the user applies selection if the required sentence is suggested so. Even the system provides the top ranked sentences the user can cross check whether the result is match or not.

### 3.2.3 TF-IDF Sentence Auto-completion Method

According to this study, the researcher focus on suggesting one of the given set of possible alternatives in the remaining part a sentence in syntactic information and distance similarity, for the given text. While contrast the problem of setting at hand in natural language, the researcher discusses and proceeds into information retrieval approach. For instance, if two or more sentences have one or more words in common, this is uncertain evidence of their similarity or difference.

Since to solve this problem identify tf-idf score, this is become common in information retrieval [41].


According to [28] information retrieval concerned with the construction of methods that satisfy a users' information need. However, the user has to encode the information need in a query. In this paper, the researcher discussed the sentence retrieval model to complete a remaining portion of user input string.

The above figure shows that the architecture of tf-idf, which contains several components, such as corpus, user input, sentence tokenization, word tokenization, pre-processing module, and tf-idf sentence auto-completion. Collected data is a data collected from different sources (i.e. discussed in Section 3.1.1) to train the model after pre-processing unwanted data. Obviously, user input is a string of text that given from the user. The other component is query-preprocessing package, as mentioned before, which is used to applied some text operation, such as splitting document into sentence and sentence into individual word. Sentence and word tokenization splits the document into sentences and sentences into words, respectively.

To this ends, the algorithm read the corpus from training data set and split into sentence in order to train the retrieval model. Then, calculate the statistical information of each sentence in the corpus. Similarly accept an input from the user to calculate weight and compare the value. This task is assigned for tf -idf sentence auto-completion engine. It calculates the weight of query term in the sentence and sorts that calculated similarity value to produce completed sentence. In addition, the tf -idf has frequency handle function that is used to count and handle statistical information about the sentence. Moreover, the system has another function called similarity counter that used to count sentences that contains the user query and to count the frequency of the user query term in the corpus. In general, the tf-idf auto-completion component is check whether the input is some similarity with sentences in the corpus or not. If there is some part of the query term is existed in the sentence calculate the similarity and sort it in ascending order. Then, the systems try to suggest the best probable sentences but might not the correct. To compute similarity weight of the term $t$ in each sentence the following equation is used.

$$
T f-i d f=S^{*} \log \left(\frac{N}{D F(t)}\right)
$$

## Equation 3.6: Modified tf-idf similarity measure formula

While " N " is refers to the total number of sentences in the corpus, and "DF" is represents the number of sentence in which term t occurs. " S " stands for a calculated similarity weight value of a term within each sentence using n-gram overlap to solve the problem of standard term frequency in the sentence.

Input:
Import different modules like re, codecs,l3
inilialize varaibles $j=0$, sentl, sentd $=\{ \}$
corpus file
tokenize this
while $(j<l e n(\operatorname{senl}))$ :
if senl[j] not in sentd:
$\operatorname{sentd}[\operatorname{sentl}[j]]=1$
else:
sentd[sentl[j]]+=1
increment $j$ by one
$d i c=[]$
for ww in (sorted(wdic.items(), key=itemgetter(1), reverse=True)): dic.append(ww)
with codecs.open("SampleFreqDicModel.txt"," $a$ ", "UTF-8") as out:

$$
\text { out.write }\left(l l l[0]+' \backslash t^{\prime \prime}+\operatorname{str}(l l l[1])+\backslash t^{\prime}+\backslash n^{\prime}\right)
$$

Figure 3. 9: Algorithms that Find Distinct Sentence List and Their Frequency

The standard definition of term frequency refers to check whether term $t$ occurs in the sentence or not, this means that term $t$ is the binary indicator. However, the researcher has considered may the document inclusive some part of the user input string. Therefore, to find the overlap of the term within each sentence, the researcher used word N -gram. Obviously, $\mathrm{n}=1,2,3$, which are referred to as a unigram, bigram, and a trigram models, respectively. While bi-gram predicts the probability of occurrence of a word based on the previous one word, tri-gram involves two words. It used nunigram language model to compute frequency of occurrence of words in a given user input text. In this research, each distinct sentence has taken as document. Based on this the calculated results are sorted in ascending order to be suggested the best alternative sentences, if the calculated value is greater than or equal to threshold value.

### 3.2.4 Hybrid Sentence Auto-Completion Method

In this section, researchers present the hybrid sentence auto-completion method.


Figure 3. 10: This plot figure shows hybrid sentence auto-completion

The reason of developing and designing this system is, on one hand, the number of similarity values of the sentence existed in the corpus increased and on the other hand, the performance of
the system various when the algorithms ran individually. Accordingly, the hybrid method designed and developed to reduce the number of similarity values of the sentence and to increase the performance of the algorithm. As mentioned above, this method considers three parameters, such as length, part-of-speech tag and tf-idf. The architecture above in Figure 3.9 was designed to clarify it. The architecture contains a number of components, such as user input, tokenization, and auto-completion module, document collection, data pre-processing, training data set. While user input is a term that is inserted by writers on the graphical user interface whereas a tokenization is a process that breaks the user input string of texts into words, or other meaningful elements known as tokens usually by looking for whitespace to further processing it. The auto-completion module contains distance similarity, probabilistic POS model and TF-IDF similarity sentence autocompletion. These three methods are explained before in detail. Thereupon, the text part is send to auto-completion module. The document collection is refers to the collected data. Data preprocessing is another component of the architecture that used to clean the unwanted data. In this component, some data processing technique are applied to clean the unwanted data and tokenization is applied. As mentioned before, the nature of the collected data are not only contained Amharic text since the unwanted data was cleaned away. Then, apply tokenization, which is the act of breaking up an order of string into sentences and words. In the process of tokenization, some tokens like punctuation marks are discarded. Other tokens become the part of training set. Training data set is our corpus that is used to train the model.

As mentioned before, statistical information has taken from three basic components such as distance similarity, probabilistic POS models and TF-IDF similarity. Obviously, these components have used statistical information to complete missed part of user query term. According to user query, the system automatically suggests the best probable sentences depend on their statistical information. The novel idea of this algorithm is to predict the missing parts of a sentence complete contextually by considering neighboring of word classes or tags. Even though the algorithm completes the sentence automatically with the consideration of statistical information, it does not promise to keep the language syntax structure. It is because the tag sequence of sentences is not integrated with the three algorithms. That is why this study tried to integrate the above-mentioned algorithms to address the problem on this study.

### 3.2.4.1 The Hybrid Sentence Auto-completion Algorithm

Hybrid sentence auto-completion algorithm guesses the best probable sentence to satisfy user requirement based of the above listed parameters. The researcher believes that the algorithm predicts the sentence that should be more frequent, shortest length (less than or equal to the average length of Amharic, which is discussed in detail in Section 3.1.2) and having a correct syntax structure. An English grammar book defined sentence is looks like following [79]:
"A sentence is an arrangement of words that makes complete sense. It must be
meaningful. It must, at the same time, be acceptable the speakers of the language" [79].

Therefore, to get such type of sentence in this study has tried to combine some parameters, hereinbefore, as the name indicated the hybrid sentence auto-completion system is bundled from three different systems, such as distance similarity, part-of-speech tag and tf-idf.

Thereon, the performance of each system is a high difference among them. Consequently, this system does not miss the contribution of each system. Therefore, in order to get a good sentence, the researcher found the weight of each system to be even-handed the individual system and to advance the summation of each system rather than simply adding the similarity value as it is.

However, assigning a weight for each method is not straightforward, first taken the performance of each system from the experimental results. Then, calculate the proportional approximate value of one system over the other. As mentioned before, however, the researcher does not offer an equal chance of suggesting best sentences for all system. As a result, these systems have achieved a precision value of $21.21 \%, 31.82 \%$ and $80.03 \%$ performances of distance similarity, pos tag and tfidf, respectively. From this, we can calculate a contribution weight of each method to a total. Accordingly, the three methods achieved value is $21.21 \%, 31.82 \%$ and $80.03 \%$ from $133.06 \%$. However, the value from 100 percentage is $16 \%, 24 \%$ and $60 \%$, as order already mentioned. Therefore, the weight of distance similarity is covered with regard to tf-idf and pos tag precision, the weight of probabilistic pos tagging is covered with regard to tf-idf and distance similarity precision and the weight of tf-idf similarity is covered with regard to distance and pos tag the contribution weight of each method is $0.16,0.24$, and 0.6 , respectively.

The question is how hybrid system sorts similarity value. To calculate these, firstly, accept the calculated similarity value from each system. Thence, multiple each with the above mentioned contribution weight. In general, to find the similarity of user input string for each sentence in the corpus that contains the user input string and to sort in ascending order, hybrid system used the following derived equations.
$\mathrm{H}=0.16^{*}$ get $\operatorname{simD}()+0.24^{*}$ get simPOS ()$+0.6^{*}$ get simTF-IDF ()
Equation 7: Equation used to calculate the weight in hybrid system
While "H" is refers the calculated similarity value using the above equation. The get simD (), get simPOS () and get simTF-IDF () are functions used to accept the similarity value of the sentence in distance similarity, POS tag and tf-idf algorithms.

Clearly, consider the following sample output examples, if $s / h e$ is provided an input to the system, firstly, calculate the similarity of this inputted term with each sentences in the corpus using the above three mentioned methods.

Figure 3. 11: Sample output sentence similarity vs. user input string for each system

| Sentence list | Distance similarity | Pos tagging | Tf-idf | Hybrid |
| :---: | :---: | :---: | :---: | :---: |
| s1 | 0.6 | 0.34 | 0.8 | 0.6576 |
| s2 | 0.4 | 0.24 | 0.5 | 0.4216 |
| s3 | 0.43 | 0.41 | 0.3 | 0.3472 |
| s4 | 0.56 | 0.14 | 0.34 | 0.3272 |
| s5 | 0.89 | 0.15 | 0.4 | 0.666 |

Then, multiply each value with the weight of each system. Then after, add that result to sort sentences. As discussed above, the above table shows that one sentence has three values. Therefore, it requires algorithm that used to calculate the distinct weight of the sentence using hybrid method.

In the above table, the last column name i.e. hybrid is the calculated similarity values.


Figure 3. 12: Algorithm of hybrid sentence auto-completion

In general, the hybrid algorithm printed out the above sample sentence looks like: s 5 first, then, s1, s2, s3 and s4, consecutively.

Fortunately, the following table shows the result obtained from the hybrid sentence autocompletion. The tabular table consists of two-column value and eight rows. The first column name
represents User query term, which is a combination of words typed by the user and missed parts of the sentence. The bold phrases or a word is refers to the missed parts of the sentence whereas texts that are not bold represent user inputted string. The second column name shows that the value that printed out using sentence auto-completion.

Table 3. 3: Auto-completion sample output examples

| User Query Term | Suggested Sentence |
| :---: | :---: |
|  <br> məJto iskinəga ləne jəzih səw sra adis nəw |  <br> mətto iskinəga ləne jəzih səw sra adis nəw |
|  bəldznət gizeje jəabaten srawotf ijajəhu idənək' nəbər:: |  bəldznət gizeje jəabaten srawot $\ddagger$ ijajəhu idənək' nabər |
|  isu gn muja balb nəw blo bawsanew s'əna |  łsu gn muja bəlb nəw blo bəwsanew s'əna |
|  <br>  bəzəmənu zənawi jəhtmət məsarija bəhagəratfn jənəbərə bihonm bənorəw bahl məsərət bə+ids jətəzəgədるu $\qquad$ təmərat' nəbəru |  <br>  bəzəmənu zəmənawi jəhtmət məsarija bəhagəratfn jənəbərə bihonm bənorəw bahl məsərət bə+ds jətəzəgəḑu məs'ahftun təmərat'' nəbəru |
|  kə¡wnət jərak'ən məsasat bəirgt' təsasatə | h kəłwnət jərak'ən məsasat bəirgt' təsasatə |
|  <br>  jaitjop'ja igr has federefn jədisiplin t'fat fəs'aməwal balatfəw hulət tət'awatfot laj jəgənzəb k't'at astəlaləfə |  <br> jaitjop'ja łgr has federefn jədisiplin t'fat fəs'aməwal |
|  hulun ləməjaz jəmimokr and k'ən tbab tfa'bt'o jmotal |  hulun laməjaz jəmimokr and k'ən ibab tya'bt'o jmotal |

## CHAPTER FOUR

## Implementation, Experimentation and Evaluation

To answer the primary research questions, the researcher calculated the tag frequencies and the sentence frequencies of each sentence as well as length. Accordingly, in this chapter, the researcher will discuss the implementation of the prototype and the tools used for its implementation and the development environment it used to implement the user interface of the prototype and the experimentation of the study and its results in detail and will analyze these. To this end, the implementation of the study and the tools used in it will be discussed first.

### 4.1 Implementation

The purpose of developing a prototype was to demonstrate the experiment of the proposed contextsensitive sentence auto-completion system for Amharic text. In order to implement the algorithms and make the necessary experiments on this system, the researcher has used the python software with 3.4 versions. In Section 4.1 .1 below, the tools used to develop the prototype and the development environment used to develop it will be presented in detail.

### 4.1.1 Tools Used and the Development Environment

The rationale for using the programming language and developing the prototype was, on the one hand, the fact that the nature of the collected data contained both Amharic and English texts, on the other, there was no standard evaluator to evaluate the performance of the sentence auto-completion system. Therefore, the researcher has used java and python programming languages to clean the collected data and to develop the prototype, respectively. Accordingly, Java NetBeans IDE 8.02 versions were selected to clean the corpus. As mentioned before, the python software was one with 3.4 versions. The researcher has not made any comparison between these selected programming languages.

Python is an effective programming language with a remarkable support in order to get the prepared statistics information from linguistic data. It has an efficient and a high-level data structure with simple but effective approach to object-oriented programming. In addition, its syntactic and dynamic typing features with its interpreted nature make it a powerful language for scripting and rapid application development [61,75].

Further, python supports what is called "Unicode" standard, which is a standard designed to allow characters from almost all languages in the world. The two characters "lu" followed by the hexadecimal (base 16) code for the character in the Unicode tables will represent that character. Python has a mechanism to assist these Unicode character "modules". A module is a collection of functions (and other materials) which can be imported into a script and used within that script.

### 4.1.2 User Interface

The purpose of the developed interface was to evaluate the performance of the proposed system run on the prepared corpus. The interface has some user interface components that can facilitate the process. The interface to perform this operation is shown in Figure 12 below. These components are:

- Buttons - to initiate the suggestion process and to display the alternative sentences for the writer.
- An Input Area- to write the desired fragment of the sentence or words. In addition, Menu items are included.


Figure 4. 1: Screen Shot of Sentence Auto-completion User Interface

The above figure shows the visible graphical user interface. A writer must write some portion of a sentence to initiate the suggestion engine. The inserted text is an unstructured text that can observe
the sample of the entered text on the graphical user interface as shown below:


Figure 4. 2: Screen Shot of the User Input String

After inserting the user input string, a button-clicking action is applied to initiate the autocompletion engine. Then, the algorithms will calculate the probability of a sentence to provide it. As mentioned above, based on the calculated similarity score value, the system suggests the best sentences but may not be correct.

Figure 4.3 below shows the predicted sentence displayed on the graphical user interface. If the suggested sentence does not match with the sentence the user requires, the user can still write the next word or edit it.
[0.06611570247933884, 0.07692307692307693, 0.086956 428, 0.11428571428571428, 0.11428571428571428, 0.117 !352941, $0.13333333333333333,0.1333333333333333$, 0


Figure 4. 3: Screen Shot of the Predicted Sentence

Based on the window size, when the user inserts a word or a phrase to get a full sentence, the system suggests incrementally up to five alternatives. As mentioned above, if the users' requirement is fulfilled, they can select the predicted sentence; otherwise, they can edit or type the next word of the required sentence. Further, the above screen shot background floating number figure denoted that the sample of the calculated similarity value.

### 4.2 Experimentation of the Study

The auto-completion algorithms for Amharic text will be trained on the already-prepared corpus. As mentioned above, the researcher will also prepare another test set of sentences, which is a disjoint set of training set. In general, the algorithms would be trained on the training set and evaluated on another test set.

### 4.2.1 Evaluation of the Methods

As mentioned and explained in Chapter Three, in order to test the algorithm, the researcher prepared sixty-six sample input sentences and a small training set containing all the sentences. The user inserts into the system the first few words or phrases of the required sentence and the system suggest the remaining part of the required sentence incrementally (i.e. plus one word or fragment of sentence each time). The system will then produce a list of words or phrases that are able to
complete the user input. The evaluators will give the same input words or phrases for each system to get the best sentences. As mentioned above, to investigate the effectiveness of the prototype, five volunteers were selected for this study through the same criteria as in [66]. These criteria are (1) having a computer ability to be utilized word processing for a minimum of two years, (2) being high school age, (3) having had no formal instruction of the use of auto-completion system, and (4) having had prior experience of accessing a computer (either standard keyboard or alternate access devices).

For each system, evaluators entered 77 inputs trails to measure the performance of a prototype. The number of input has selected randomly from the test set. In order to complete missed part of the sentence the user entered various input length on the GUI of the prototype. If the system output does not match with the required sentence, s/he can type the remains part of the sentence to initiate and refresh the suggestion engine.

The correctness of the systems having depends up on the majority of user acceptance of the suggested sentence. That means from five evaluators, if the three of them could accept even two of them does not accept, the researcher takes this as the result is correctly suggested by the system. Further, the experimental results are show in the following section.

### 4.2.4 Result of the Experiment

In this section, we mentioned and explained how the result is performed after the experiment was done. The experimental results were explained in tubular form as shown in the table 4.1, table 4.2, table 4.3 and table 4.4 ; these every all table contained 6 columns and 11 rows. To calculate the result every table groups categorized into correctly suggested and incorrectly suggested, sentences, based on the number of input typed on the system. It also showed the number of correctly suggested sentences and the number of missed sentences among the test set. The column name numbers of sentences test represent the total number of test sentences. The column name Length of sentence represents total number words contained in each sentences. The column name Number of Input represents the total number of inputs required to be suggest missed word for each sentences.

In general, we discuss the result for every model in the following consecutive sections. In Section 4.2.4.1, we show the experimental results using distance similarity matrix. In Section 4.2.4.2, shows the experimental result that provided by probabilistic part-of-speech tagging. In Section
4.2.4.3, shows the result that produced by similarity weight matrix using frequency of terms and sentences in detail. Finally, in Section 4.2.4.4, presents our novel method that is known as hybrid sentence auto-completion results and summarized precision results for every model in a table.

### 4.2.4.1 Results of distance-similarity-sentence auto-completion

The experimental result of distance similarity model was presenting as follow.
Table 4. 1: Test results of distance similarity auto-completion

| Order <br> number | Number of <br> sentence | Length of <br> sentence | Number of <br> Input | Correctly <br> suggested | Incorrectly <br> suggested |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 9 | 8 | 0 | 1 |
| 2 | 2 | 13 | 12 | 1 | 1 |
| 3 | 2 | 14 | 13 | 0 | 2 |
| 4 | 3 | 11 | 10 | 2 | 1 |
| 6 | 4 | 8 | 7 | 1 | 3 |
| 7 | 5 | 10 | 9 | 1 | 4 |
| 8 | 7 | 4 | 3 | 1 | 6 |
| 8 | 12 | 6 | 5 | 1 | 9 |
| Total | 66 | 7 | 6 | 2 | 10 |

In Section 4.2.4, the columns name represented the order number, number of sentence, and length of sentence, number of input, correctly suggested, and incorrectly suggested. The last two columns name, correctly suggested and incorrectly suggested represents the number of sentences match with user required and missed the required sentences respectively based on user input. Since, therefore, table four shows the number of sentence that correctly suggested 14 from the 66 sentences. However, the system was suggested 52 sentences incorrectly. In general, the system result shows that some improvements wants to make towards correct sentence.

### 4.2.4.2 Results of Probabilistic POS Sentence Auto-completion

In this section, the result of the probabilistic part-of-speech tagging model has presented. This model shows the sentence that produced based on this model after certain inputs have inserted from the user.

Table 4. 2: Test results of probabilistic POS sentence auto-completion

| Order <br> number | Number of <br> sentence | Length of <br> sentence | Number of <br> Input | Correctly <br> suggested | Incorrectly <br> suggested |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 9 | 8 | 0 | 1 |
| 2 | 2 | 13 | 12 | 0 | 2 |
| 3 | 2 | 14 | 13 | 0 | 2 |
| 4 | 3 | 11 | 10 | 1 | 2 |
| 6 | 4 | 8 | 7 | 1 | 3 |
| 7 | 5 | 10 | 9 | 3 | 2 |
| 8 | 7 | 4 | 3 | 2 | 5 |
| 8 | 10 | 6 | 5 | 3 | 7 |
| Total | 66 | 7 | 6 | 5 | 7 |

As mentioned before, the above table shows the result provided by probabilistic part-of-speech tagging. As a result, the system suggests missed part of sentences contextually. The system was observing the consecutive tags of user inputs to make correct sentences grammatically. In general, the above table shows the system was predicting 21 sentences from 66 test sentences. Unlikely, the remaining 45 sentences were incorrectly predicting.

In this system, the number of errors occurred while text processing, such as object-verb inversion, subject-verb agreement missed (i.e. like plural subject is inserted but the verb showed singular) since it expected check whether the sequence of consecutive word and tag are correctly matched or not.

### 4.2.4.3 Results of $\mathbf{t f}$-idf Similarity Sentence Auto-completion

In this section, the experimental result is presented that was provided by tf-idf similarity using frequency of query term sentences as follow in table 4.3.In this system the numbers of incorrectly suggested sentences were 13 . The system suggests 53 numbers of correct sentences from 66 trails. In general, this system has a better result achieved rather than the above-mentioned systems.

Table 4. 3: Test results of tf-idf similarity sentence auto-completion

| Order <br> number | Number of <br> sentence | Length of <br> sentence | Number of <br> Input | Correctly <br> suggested | Incorrectly <br> suggested |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 9 | 8 | 1 | 0 |
| 2 | 2 | 13 | 12 | 1 | 1 |
| 3 | 2 | 14 | 13 | 2 | 0 |
| 4 | 3 | 11 | 10 | 2 | 1 |
| 5 | 4 | 8 | 7 | 2 | 2 |
| 6 | 5 | 10 | 9 | 3 | 2 |
| 7 | 7 | 4 | 3 | 6 | 1 |
| 8 | 10 | 6 | 5 | 8 | 2 |
| 9 | 12 | 7 | 6 | 10 | 2 |
| Total | 20 | 5 | 4 | 18 | 2 |

### 4.2.4.4 Results of Hybrid Sentence Auto-completion

In this section researcher, present the result produced by hybrid sentence auto-completion. Thus, sentence auto-completion achieved a better result than the three auto-completions. As shown in the following table, the result correctly suggested sentence by the system was 54 and the system incorrectly suggested was 12 from 66 trails.

Table 4. 4: Test results of hybrid sentence auto-completion

| Order <br> number | Number of <br> sentence test | Length of <br> sentence | Number of <br> Input | Correctly <br> suggested | Incorrectly <br> suggested |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 9 | 8 | 1 | 0 |
| 2 | 2 | 13 | 12 | 2 | 0 |
| 3 | 2 | 14 | 13 | 1 | 1 |
| 4 | 3 | 11 | 10 | 2 | 1 |
| 5 | 4 | 8 | 7 | 3 | 1 |
| 6 | 5 | 10 | 9 | 4 | 1 |
| 7 | 7 | 4 | 3 | 6 | 1 |
| 8 | 10 | 6 | 5 | 8 | 2 |
| 8 | 12 | 7 | 6 | 10 | 2 |
| 9 | 20 | 5 | 4 | 17 | 3 |
| Total | 66 | 87 | 77 | 54 | 12 |

In general, the following table shows the summarized result produced by each sentence autocompletion system and the calculated precision values. In this work, only the precision results have calculated for each system.

The tabular table contains five column names, such as number of trail inputs, precision of Model A, precision of Model B, precision of Model C and precision of Model D. The first column name represents the number of trails that inserted into the system to evaluate a prototype. The second column name represents Model A, which is stands for distance similarity auto-completion precision value for each trail. The third column name represents Model B this refers to probabilistic part-of-speech tagging auto-completion precision value for each trail and the fourth column name represents Model C refers to tf -idf auto-completion precision value for each trail. In addition to this, the last column represents Model D, which refers to the hybrid auto-completion precision value for each trail.

The precision of the algorithms for a test set is the number of correctly suggested that is accepted by the user over the number of all proposed test sets (Equation 8). To this ends, the researcher calculated the precision value using the following formula:

$$
\text { Precision }=\frac{\text { Number of correctly suggested sentence }}{\text { Number of test sentence }} * 100 \%
$$

Equation 8: Formula used to calculate the precision

Table 4. 5: Precision results for each system

| Number of <br> trail Inputs | Precision <br> \% model A | Precision <br> \% model B | Precision <br> \% model C | Precision <br> $\%$ model D |
| :---: | :---: | :---: | :---: | :---: |
| 8 | 0 | 0 | $100 \%$ | $100 \%$ |
| 12 | $66.67 \%$ | 0 | $66.67 \%$ | $100 \%$ |
| 13 | $20 \%$ | 0 | 80 | $80 \%$ |
| 10 | $37.5 \%$ | $12.5 \%$ | $75 \%$ | $75 \%$ |
| 7 | $33.33 \%$ | $25 \%$ | $66.67 \%$ | $75 \%$ |
| 9 | $29.41 \%$ | $23.53 \%$ | 73.33 | $76.47 \%$ |
| 3 | $25 \%$ | $25 \%$ | $72.72 \%$ | $79.17 \%$ |
| 5 | $20.59 \%$ | $29.41 \%$ | $75 \%$ | 79.41 |
| 6 | $19.57 \%$ | $32.61 \%$ | $73.91 \%$ | 80.43 |
| 4 | $21.21 \%$ | $31.82 \%$ | $80.03 \%$ | $81.82 \%$ |

As it can be noticed from the table, the result was calculated only precision score based on the number correctly suggested sentence and number of test. Accordingly, the above table noticed that the precision value of distance-similarity-sentence auto-completions achieved $21.21 \%$ from the total number of 66 trails. Whereas the probabilistic pos tag sentence auto-completion achieved $31.82 \%$ and tf -idf auto-completion achieved $80.03 \%$. Further, the hybrid method achieved $81.82 \%$. Therefore, this table result shows that the hybrid system is significant for Amharic sentencecompletion system than methods that are particularly run.


Figure 4. 4: This plot shows number of input vs. precision value
The above plotted figure noticed that both Model C and Model D have shown a better precision value than the other. In contrast, pos tag and distance similarity has shown low precision. The other models also show their significance performance precision value on the graphs.


Figure 4. 5: This Pie Chart Shows the Significance of distance similarity, pos tag and tf-idf methods

In addition, the following figure shows the contribution of each method to a total.


Figure 4. 6: This Pie Chart Shows the Contribution Weight of each Method to a Total
Further, in Figure 4.7, shows the significant precision percentage value of all methods that used in this study.


Figure 4. 7: This Pie Chart Shows the Significance of all Methods' Used in this Study

### 4.3 Discussion

As it is already indicated in the previous section, the experimental result shows that there is a difference in all methods with regard to suggesting the required sentence. Therefore, Humans can edit and determine the clarity of the sentence easily. Indeed, the researcher discusses the summarized experimental results for different scenarios that were conducted in each algorithm with different analysis of experimental result.

### 4.3.1 Discussion on the Result of Distance-Based-Sentence Auto-completion

As we have seen from the experiment result, completion of the remaining part of the sentence using distance similarity achieved a low performance. The reason behind this is that the system considers only length. This implies that it has a low significance for sentence auto-completion. However, if we integrate it with the alignment of a word, the performance of a system may increase. That means rather than length it is also better to consider also the position of words. In general, it is impossible to say the system has not significant to sentence prediction. Even though the system achieved a significance of $21.21 \%$ for sentence auto-completion, it is not significant for the system that requires the frequency of the sentence in the corpus.

### 4.3.2 Discussion on the Result of Part-of-Speech Tag-Based-Sentence Auto-completion

While using probabilistic part-of-speech tag method, the algorithm achieved a better performance result than distance similarity. It used us to handle the syntactic information of the sentence. However, the performance of the system is still low. The reason is, on the one hand, when we give the list of word to syntax analyzer; it produced most words of tags as a noun. On the other hand, it produced a tag of words as a noun or a verb even the word in the sentence has other tags category. In addition, the probabilistic part-of-speech models include longer sequences of tags. It is difficult to train the model using these researcher methodologies.

In general, the morphological analyzer accepts an input of sentences of a word and produces an output of sentences of four basic word tags, such as noun, verb, copula, and the unknown part of word as others. The other factor is redundancy of sentences and tags are not equivalent. The performance of probabilistic part-of-speech tag sentence auto-completion achieved $31.82 \%$. This implies that it is low significance to sentence auto-completion for Amharic text but better than distance similarity sentence auto-completion method.

### 4.3.3 Discussion on the Result of TF-IDF Similarity-Based Sentence Auto-completion

Among the three various methods used to investigate the significance of sentence auto-completion , the researcher believes that the best sentence prediction method is tf - idf . Thus, tf -idf method is the most significant method for this study. The performance this method has achieved $80.03 \%$ precision value. Other researchers in [26] have also achieved up to $90 \%$ precision. However, they have considered only the initial fragment of the current sentence as input and have used domain specific dataset, disregarding all the preceding sentences and inter-sentential relationships. However, in his work, the researcher considers the input of words in the sentence may be inclusive.

In short, this implies that tf-idf based sentence auto-completion is high significance for the Amharic sentence auto-completion than the other two already mentioned. However, this performance is not sufficient for Amharic sentence completion. It requires several improvements like integrating the alignment of words and trained by a large data set.

### 4.3.4 Discussion on the Result of Hybrid Sentence Auto-completion

As it can be noticed in Table 4.5, the systems suggest a good accuracy result in tf-idf similarity system. However, in principle, the fact that the methods of sentence auto-completion for Amharic language involve completing user input string does not mean that prediction based upon sentence tf-idf. It does not mean that length or syntactical information frequency only. Instead, a particular method of sentence auto-completion, for this target language, the system can learn knowledge to predict the best sentence from all methods.

Scholars in [39] suggest that if syntactical information was integrated with other techniques, it might increase the accuracy of the system. Another researcher also in [56] argues that N -gram was a better result achieved for sentence completion. This implies that sentence auto-completion may require hybrid method to achieve better result. Accordingly, in this research work, the performance of the developed hybrid system was also achieved $81.82 \%$. This system achieved higher precision value than the other did. This implies that hybrid sentence auto-completion is better for the Amharic text suggestions. However, we cannot say the performance is sufficient. In general, to
some extent, in this novel method, the error rate was reduced and more correct sentences were produced than the others that particularly run system.

Furthermore, in this method, the word order does not matter on sentence completion. Instead of said does not match, the system suggests right answer you are not looking it. For example, if s/he follows unusual writing sentence like "hede tmhrt atanak'o", the system rearranges the position of words in the sentence to make acceptable sentence that make (i.e. tmhrt atənak'o hede).

However, this system might not solve sentences that have ambiguous logic, for example like
 is no syntax error but the logic may not be true. The proposed sentence auto-completion system might not solve such type of grammar error. The syntactic error was handled by probabilistic pos tag model. Furthermore, the researcher observes some writers are challenged by the problem like object-verb inversion. The verb appears before the object, and this make the sentence become out-of-your depth. However, in this thesis work, the novel idea of the system is word order does not matter. Since, such type of error has been tried to be handled using tf-idf method. This is not the only option to accept suggested sentence; if you want, you can edit the sentence to become toward the correct sentence. The other thing might not have knowledge about tenses that make the correct tense in the sentence.

Generally, as mentioned above, the test data consists of 77 inputs. The researcher ran each experiment on all texts and observed the significance of the similarity score value for each system. Accordingly, the test shows that:
$\checkmark$ The hybrid auto-completion algorithm is significant if the statistical similarity score value is greater than 0.3 .
$\checkmark$ Other three auto-completion algorithms, such as distance similarity, pos tag and tf idf is significant, if the calculated similarity score value should be greater or equal to 0.5 .

In addition to this, some challenges have faced when the auto-completion algorithm suggests the best alterative sentence to satisfy user requirement. From the list of faced challenges, the first major challenge encountered was which words are suggested to complete a sentence whether a
word suggested by distance similarity or tf-idf similarity. That means both distance similarity and tf-idf similarity techniques suggested that the missed part is verb but the predicted word is different. Thus, selection and sorting of such type of ambiguity was the challenge of this thesis work. The reason why this is that we do not using and include semantics information in our corpus. For example, the first reason of reduced performance of the system was the ambiguous nature of the phrase like "s'gerədawa abəba", such type of fragment using this system is difficult to predict the next word.

## CHAPTER FIVE

## Conclusions and Recommendations

In this chapter, the methods followed to conduct the study are summarized and the results found are stated in brief. The chapter also deals with what should be done to solve the problems indicated.

### 5.1 Conclusion

Based on what has been found out as a result of the research study which has been stated in the previous chapters, the following conclusions are drawn:

Currently, one of the known research area in artificial intelligence is auto-completion. Autocompletion is a familiar feature, while text processing, which was used in several applications such as UNIX shells, modern text editors, web browsers and so on. However, this study has produced a context-sensitive sentence auto-completion for Amharic text. Sentence auto-completion is a research area, which is used to complete the missing part of a sentence.

The first system that means by using distance similarity auto-completion, the algorithm was achieved $21.21 \%$ and the second system means by using probabilistic part-of-speech model the algorithm was achieved $31.82 \%$. However, from the experiment results these two methods imply that they have low significance for sentence auto-completion that runs in particular. Inside the major problem, there are several sub problems. As a solution to solve this sub problem, the researcher adds and test using tf-idf and N -gram overlap. This combined algorithm achieved a better result than the other two algorithms. The algorithm was achieved $80.03 \%$. This implies that tf-idf has achieved better result than the other two. It has a better significant to sentence autocompletion for Amharic language. Additionally, this study has designed and developed the hybrid sentence auto-completion technique that includes a number of constraints, such as length, pos tag and tf -idf sentences information from the corpus. According to the experimental result, a better accuracy of $81.82 \%$ has achieved in hybrid method. To get these results, in general, this study has conducted collections of domain independent data set from Internet and Walta Information Center Agencies. In addition, according to the study, it can be concluded that if one/someone inserts a small portion of the sentences, the system can be completed successfully. Clearly, the hybrid
system has presented and tested for the Amharic language to complete the required sentence; and the system achieves a good performance and meets the objective of the study.

As mentioned and explained above, hybrid method achieved a better result but it requires some improvement to raise the effectiveness of sentence auto-completion.

### 5.2 Contributions of the Study

This study introduces context-sensitive sentence auto-completion models for Amharic text that propose the most likely ranked suggestion sentences for the user. In this study, different related recent works for English, Hebrew, Swedish, and German languages has been observed. However, the morphological and distributional characteristics of the Amharic language provides a challenge to directly apply the methods proposed for languages like English and German for Amharic sentence auto- completion.

As the aim of this research work was to investigate and design a context-sensitive sentence autocompletion and implement a prototype of algorithm, it has also the following minor contributions:
$\checkmark$ Prepared and analyzed Amharic tagged sentence of the corpus for sentence completion,
$\checkmark$ Develops a sentence auto-completion method for Amharic, based on distance similarity, pos tag and tf-idf based measure, which can minimize the amount time complexity during text processing,
$\checkmark$ Development of a sentence completion method for Amharic based on morphological analysis (part-of-speech category of a word), this can provide an efficient grammatical arrangement of words in the sentence without human intervention,
$\checkmark$ Investigated and implemented an integrated method called hybrid from distance similarity, Part-of-speech tags and TF-IDF similarity,
$\checkmark$ Develop and evaluate our new proposed methods to compare the results.

### 5.3 Limitation of the Study

In this study, the hybrid techniques achieved a better result rather separately running techniques but due to different factors, the researcher considered only the Amharic language.

In addition to this, thought experiment, the system also lacks intuition to predict a sentence that includes a word like tomorrow is Monday or Tuesday. Instead of this, the user can add and edit their words to make correct sentences. In addition, the researcher does not consider the order of words in the sentence and punctuation marks.

Another limitation of this thesis work is that it does not consider the user pattern. Moreover, the evaluation has focused on the probability of correctly suggested sentence that lies within the same equivalence class as the sentence that a user is inserting. The time that is needed to make a prediction is also a very important factor. If $s / h e$ is typing faster than the system is retrieving proposals, then it is useless [56].

Even though the researcher implements and evaluates some mentioned methods, the study cannot include all other parameters and test using different methods. However, to some extent to develop and design sentence auto-completion used three techniques such as distance similarity, probabilistic part-of-speech tag and tf-idf. In addition, the researcher also employs hybrid of them.

### 5.4 Recommendation

Based on the research findings of this study, the researcher puts the following as major recommendations:

To increase the performance of sentence auto-completion, additional works should be conducted on semantics analyzer to consider the order of words in a sentence and to consider the meaning of sentences, automatic Amharic parser, and spell checker and word sense disambiguation and so on. Furthermore, the part-of-speech method used a long sequence of tags since it is difficult to handle using this researcher method. Therefore, it is better to use neural network to train a model.

In addition to this, the current system achieved nice performance just because it completes the sentence started by user learning from the corpus. However, users also want if the machine completes their ideas or thoughts. Since people sometimes start an idea and could not complete
which might arise from lack of deep understanding about the issue or forgetting the idea or soon. Therefore, as mentioned above, auto-completion system should also take in-depth morphology and syntactic and even semantic information in to account to help users in completing their ideas.

Moreover, the researcher also recommends designing the system able to learn the user's pattern from a long time usage to make the system adapt the user behavior. Besides, future researchers may integrate this proposed system for mobile phones and speech recognition. In addition, to adopt the system for other languages, it requires some modification like dataset, and grammars. The researcher has also observed no standard evaluation performance measurement for non-inflected languages. Hence, it is necessary to establish a standard evaluation that allows the comparison between different systems. Finally, the researcher believes that the above-mentioned should be integrated to produce a meaning full and best sentence into writing packages

## References

[1]. B. McCaul and A. Sutherland, "Predictive Text Entry in Immersive Environments, "in Proceedings of the IEEE Virtual Reality, pp. 241, 2004.
[2]. Wikipedia contributor, (2007, April 13). "Predictive Text," [online]. Available: http://www.wikepedia.com.
[3]. S. Homayoon and M. Beigi, "Character Prediction for On-Line Handwriting Recognition," Canadian Conf. on Electrical and Computer Eng., Toronto, Canada, vol. 2, pp. 13-16, 1992.
[4]. W. Gregory et al., (2007, May 24). Effects of N-gram Order and Training Text Size on Word Prediction, [online]. Available: http://www.dynavoxtech.com/files/papers/LeMoHi99.pdf
[5]. M.D. Dunlop and A. Crossan , "Predictive Text Entre Methods for mobile,"SpringerVerlag London Ltd personal technology, pp. 134-143, 2000.
[6]. S. Miikaet et al.,"Predictive Text Entry Speed on Mobile Phones," Proceedings of the ACM Conference on Human Factors in Computing Systems - CHI 2000, pp. 9-16, New York, 2000.
[7]. S. Abebeet et al., "Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm in a Wireless Environment", ITEs, Addis Ababa, Ethiopia, 2004.
[8]. A. Solomon, "Unsupervised Machine Learning Approach for Word Sense Disambiguation to Amharic Words," M. Sc. thesis, University of Addis Ababa, Addis Ababa, Ethiopia, 2011.
[9]. M.M. Behrmann and J.H. Graff, Word Prediction Software for Students with Writing Difficulties, 2006.
[10]. B.Philip, the Bradt Travel Guide, Bradt Travel Guides Ltd: England, 2002.
[11]. R.A. Allred, "Gender differences in spelling achievement in Grades 1 through 6,"Journal of Educational Research, pp.187-193, 1990.
[12]. C. Tam and D. Wells, "Evaluating the Benefits of Displaying Word Prediction Lists on a Personal Digital Assistant at the Keyboard Level," Assistive Technology, 21, pp. 105-114, 2009.
[13]. D. Ansonet et al.,"The Effects of Word Completion and Word Prediction on Typing Rates Using On-Screen Keyboards," Assistive Technology, no 18, pp.146-154, 2006.
[14]. D.R. Beukelman and P. Mirenda, "Supporting Children and Adults with Complex Communication Needs, "Augmentative and Alternative Communication, (3rd Ed.) Baltimore, pp. 77.
[15]. I. H. Wittenet et al., "The Reactive Keyboard," Cambridge University Press, Cambridge, UK:ISBN 0-521-40375-8, pp. 43-44, 1992.
[16]. M. Herold et al., "Typing speed, spelling accuracy, and the use of word-prediction," South African Journal of Education: EASA, pp. 117-134, 2008.
[17]. Z. Bar-Yossef and N. Kraus, "Context-Sensitive Query Auto-Completion," International World Wide Web Conference Committee (IW3C2), no. ACM 978-1-4503-0632-4/11/03, 2011.
[18]. K.Sundarkantham and S.M. Shalinie, "Word Predictor Using Natural Language," 2007.
[19]. A. Carlberger et al., "Constructing a database for a new Word Prediction System," TMHQPSR, vol. 37, no. 2, pp. 101-104, 1996.
[20]. S. Abebe et al., "Ethiopic Keyboard Mapping and Predictive Text Inputting Algorithm in a Wireless Environment," ITEs, Addis Abeba, 2004.
[21]. B. Emmon, "IS Amharic an SOV language?" journal of Ethiopian Studies, pp.9-20, 1970.
[22]. S.E. P. Cagigas, "Contribution to word prediction in Spanish and its integration in technical aids for people with physical disabilities," PhD diss., University of Madrid, Madrid, 2001.
[23]. G. Hudson, Why Amharic is not a VSO language. Studies in Africans linguistics. Vol.3, March 1972.
[24]. A. Eilam," Intervention Effects: Why Amharic Patterns Differently," Proceedings of the 27th West Coast Conference on Formal Linguistics, MA: Cascadilla Proceedings Project, pp.141-149, 2008.
[25]. B. McCaul, "Predictive Text Entry In immersive Environment," PhD diss., Dublin City University, Dublin, January, 2005.
[26]. K.Grabski and T. Scheffer, "Sentence Completion," South. Med. J., vol. 48, no. 2, pp. 207, 1955.
[27]. M.Wester, "User Evaluation of a Word Prediction System," M. S. thesis, Uppsala University, Uppsala, 2003.
[28]. R. Baeza-Yates and B. Ribeiro-Neto,Modern Information Retrieval, Addison Wesley, 1999.
[29]. T.S.Hasselbring and M.E.Bauch,"Assistive technology for reading," Education Leadership, pp. 72-75, 2006.
[30]. A. Bosch, "Scalable classification-based word prediction and confusible correction," TAL, vol. 46, pp. 39-63, 2005.
[31]. D. Jurafsky and J.H. Martin, "Speech and Language Processing. PrenticeHal,"2000.
[32]. T. Kroch et al.,"The Absence of Intervention Effects in Amharic: Evidence for a NonStructural Approach Aviad Eilam," pp. 1-77, 2006.
[33]. A. Ibrahim and Y. Assabie, "Hierarchical Amharic Base Phrase Chunking Using HMM With Error Pruning," pp. 328-332, 2010.
[34]. M.D. Dikken et al., "Amharic relatives and possessives : Definiteness, agreement and the linker," pp. 1-30, 2004.
[35]. A. Eilam, "Intervention Effects : Why Amharic Patterns Differently," Proceedings of the 27th West Coast Conference on Formal Linguistics, ed. Natasha Abner and Jason Bishop, pp. 141-149, 2008.
[36]. N. Suleiman, "Word Prediction for Amharic Online Handwriting Recognition," M. S. thesis, University of Addis Ababa, Addis Ababa, 2008.
[37]. A. Fazly, "The Use of Syntax in Word Completion Utilities," M. S. thesis, University of Toronto, Toronto, 2002.
[38]. VanDyke, "A syntactic predictor to enhance communication for disabled users," Tech. Rep., Department of Computer and Information Sciences, University of Delaware, pp. 9203, 1991.
[39]. A.Carlberger et al., "Probability-based word prediction for writing support in dyslexia," Proceedings of Fonetik97 Conference, vol. 4, 1997.pp.17-20.
[40]. Y. Even-Zohar and D. Roth, "A classification approach to word prediction," In Proceedings of the Conference, $2^{\text {nd }}$ Meeting of the North American Chapter of the Association for Computational Linguistics, ACL, 2000.
[41]. G. Landau and U. Vishkin, "Fast string matching with k differences," Journal of Computer Systems Science, 37:63-78, 1988.
[42]. J.Gubbins and A. Vlachos, "Dependency Language Models for Sentence Completion," In $E M N L P$, pp. 1405-1410. 2013.
[43]. S. Carmelo et al., "A word prediction methodology for automatic sentence completion," In Semantic Computing (ICSC), 2015 IEEE International Conference on, pp. 240-243. IEEE, 2015.
[44]. G. Zweig and C.J. Burges, "The Microsoft Research sentence completion challenge," Technical Report MSR-TR-2011-129, Microsoft, 2011.
[45]. I. Tenney, "A general-purpose sentence-level nonsense detector," 2014.
[46]. G. Vitoria et al., "Intelligent word-prediction to enhance text input rate (a syntactic analysis-based word-prediction aid for people with severe motor and speech disability)," In Proceedings of the $2^{\text {nd }}$ international conference on Intelligent user interfaces, pp. 241244. ACM, 1997.
[47]. W. Lemayehu, "Rule Based Syntactic Disambiguation Parser for Amharic Sentence," M. S. thesis, Addis Ababa University, Addis Ababa, 2005.
[48]. G. Zweig et al., "Computational Approaches to Sentence Completion," 2012.
[49]. G.Tesema, "Design and Implementation of Predictive Text Entry Method for Afaan Oromo on Mobile Phone," PhD diss., Addis Ababa University, 2013.
[50]. J.Cowell and H.Fiaz, "Two template matching approaches to Arabic, Amharic and Latin isolated characters recognition," Machine Graphics and Vision, vol. 14, no. 2, p. 213, 2005.
[51]. W. Alemu and F.Siegfried, "Handwritten Amharic bank check recognition using hidden Markov random field," In Computer Vision and Pattern Recognition Workshop, 2003. CVPRW'03. Conference on, IEEE, vol. 3, pp. 28, 2003.
[52]. N. Suleiman and S. Atnafu , "Word Prediction Model for Amharic Text Input Methods," Building Software in Developing World: Ethiopian ICT Forum, Adis Abeba, 2011.
[53]. M. Gasser, "HornMorpho: a system for morphological processing of Amharic, Oromo, and Tigrinya," In Conference on Human Language Technology for Development, Alexandria, Egypt, 2011.
[54]. "WordSmith Tools, Lexical Analysis Software for Ltd," [online] 2007,http://www.lexically.net/wordsmith/index.html (Accessed:8 September 2015).
[55]. J. J. Li and A. Nenkova, "Fast and Accurate Prediction of Sentence Specificity," In TwentyNinth AAAI Conference on Artificial Intelligence. 2015.
[56]. S. Bickel et al.,"Predicting sentences using n-gram language models," in Proceedings of the Conference on Empirical Methods in Natural Language Processing (EMNLP), Berlin, 2005.
[57]. D.B. Payne and H.G. Gunhold. "Digital sundials and broadband technology," in Proc. IOOC-ECOC, 1986, pp. 557-998.
[58]. C. Aliprandi, "An inflected-sensitive letter and word prediction system," International Journal of Computing \& Information Sciences 5, pp. 79-85, 2007.
[59]. S. Hunnicutt, "Using Syntactic and Semantic Information in a Word Prediction Aid," Proc. Europ. COnf. Speech Commun. Paris, France. September 1989, pp. 191-193.
[60]. Dillmann, Ethiopic language Grammar, U.S.A: Wipf \& Stock, 2005.
[61]. Z. Mekuria, "Design and Development of Part-of-speech Tagger for Kafi-noonoo Language," M. Sc. thesis, University of Addis Ababa, Addis Ababa, 2013.
[62]. A.V. Aho, "Algorithms for finding patterns in strings," in Handbook of Theoretical Computer Science, vol. A (J. van Leeuwen, ed.), Elsevier, Amsterdam, 1990, pp. 255300
[63]. Epstein et al., "The Language of African Literature," in Paper presented at the Annual Conference of African Linguistics, Harvard University, Cambridge, 1998.
[64]. J. Worne, "Languages for the future," British council, London, 2013.
[65]. T. mindaye et al., "The Need for Amharic WordNet," Adis Abeba.
[66]. C. Beck et al., "Fast user test results with the predictive typing system FASTY," in Computers Helping People with Special Needs, paris, Springer Berlin Heidelberg, 2004, p. 813-819.
[67]. J. Carlberger, "Design and implementation of a probabilistic word prediction program," M. S. thesis, University of Nada (Royal Institute of Technology), Sweden, 1997.
[68]. N. Garay-Vitoria and J. Abascal, "Text prediction systems: a survey," Universal Access in the Information Society, vol. 4, no. 3, pp. 188-203, 2006.
[69]. A. Mulu and V. Goyal, "Amharic Text Predict System for Mobile Phone," International Journal of Computer Science Trends and Technology (IJCST), vol. 3, no. 4, pp. 113-118, 2015.
[70]. M. Daud and V. Goyal, "Predictive Text Entry Method for Somali Language on Mobile," International Journal of Computer Science Trends and Technology (IJCST) , vol. 3, no. 3, pp. 274-280, 2015.
[71]. W. Alemu, "Application of OCR Technique to the Amharic Script," Adis Abeba, 1997.
[72]. Y. Assabie and J. Bigun, "HMM-Based Handwritten Amharic Word Recognition with Feature Concatenation," in 10th International Conference on Document Analysis and Recognition, Halmstad, 2009.

[74]. B. Yimam, yäamarňa säwäsäw, Addis Ababa: E.M.P.D.A., 1986.
[75]. Steven Bird, Ewan Klein, and Edward Loper, Natural Language processing with python, Cambridge: O'Reilly Media, 2009.
[76]. L. Koul, "Methodology of Educational Research," in Review of the Related Litrature, Bombay, Vikas Publishing House PVT LTD, 1988, p. 83.
[77]. A. Shimeles "Online Handwriting Recognition for Ethiopic Characters," M. S. thesis, Department of Computer Science, Addis Ababa University, June 2005.
[78]. A. Abebaw, "Implementation of Online Handwriting Recognition System for Ethiopic Character Set", Masters Project, Department of Computer Science, Addis Ababa University, June 2007.
[79]. R. Greenbaum et al., A grammar of contemporary English, London: Longman, 1972.

## Appendex A

## Corpus sample in IPA

jət＇or hajlu nbrətot məkakəl bərusija jətəsəru təwagiઃ bomb t＇ajna ag＂ag＂a3 awroplanot jgənalu： twasənalətf：jəangola amakaj jəbahd dar jəajər huneta bəkrəmt sentigredna bəbəga sentigred nəw：： angola hulət wək＇toty alwat：：inəzihm dərək＇na znabama natfəw：：jəawroplan marəfijawot kənəzihm jəasfalt məndərdərija jalatəəw angola jəsəfa jəməg＂agwaza awtar binoratm bəgize maləfna t＇ornət mknjat məngədotf asfəlagi t＇gəna altədərəgəbatfəwm：：bəandand botawotf afkərkariwot mət＇fo botawotfn ləmaləf silu kəməngəd wt＇jnədalu：：indəzih kəmadrəg bəfit gn bəməngəd dar jalu bəməret wst＇slətək＇əbəru fəndziwotf jəmijastə＇nək＇k＇u mlktotfn mastəwal jasfəlgal：：jəangola ikonomi tlk＇ləwt＇asajtwal：：jərub mitə Pamət t＇ornət jasadərəbət təs＇inon alfo zare bə？aləm wst＇bəft＇nət bəmadəg laj kalut ikonomiwot！ jmədəbal：：i．e．a．jətfajna eksimbank $\underset{\substack{\text { e }}}{ }$ bilijon br ləangola abədrwal：：jh gənzəb ində məngədotf jalutn jəangola məsərətawi tək＇wamot ləmafajal jəmiwl nəw：：lalibəla bəitjop＇jaઃ bəamara kll bək＇ədmow jəwəlo kflə hagər jəmtgən kətəma nətf：：laj jəmtgənəw jəlalibəla kətəma kəbahr tə＇ləl bəlaj metr kəfta jalat sthon jəhzbum bzat wədə nəw：：lalibəla itjop＇ja wst＇kalut k＇dusan kətəmawotf məkakəl kəaksum k＇ət＇la bəhulətənanət dərədza jəmtgən kətəma sthonઃ ləabzanotfu jəkrstna imnət təkətajotf ində wana jəimnət małkəl bəməhon tagələglalət！：jəlalibəla nəwariwot bəabzanaw jəitjop＇ja ortodoks təwahdo betəkrstijan łmnət təkətajotf natfəw：：jəlalibəlan kətəma bəwanənanət tawak＇i jarəguwat kək．l．bəhwala məto kfləzəmən ində təsəru jəminəgərlatfəw abjatə－krstijanat natfəw：：bəitjop＇ja twfit məsərət inəzih abjatə－ krstijanat bəngus lalibəla zəmən bək＇dusan məlałikt indətəsəru jəmitamən sihon grham hankok jətəbaləw inglizawi s＇əhafi gn iea Pa．m basatəməwna bətəbaləw məs＇hafu abjatə－krstijanatun bəmanəs＇u sra laj templarsjəmibalut jəməsk＇əl t＇orənot təkafləwal sil attªl：：inəziha abjatə－krstijanat wst＇arba tnnf betəkrstijanotf alu：：ngusu lalibəla jəmiləwn sm jagənəw＂siwələd bənbotf slətəkəbəbə nəw jbalal：：lal malət mar malət sihon巨 lalibəla malətm－lal jbəlal（mar jbəlal）malət andəhonə jnəgral：：wk＇r betəkrstijanatun ngusu tə＇rbo jəsratfəw kəməlaikt tigəza gar indəhonə bəitjop＇ja ortodoks imnət təkətajot jnəgral：：kəflə zəmən awropawi təgwa3 lalibəlan təməlkto «jajəhutn bnagr manm indəne kalajə bəfs＇um ajamnənm» sil tənagro nəbər：：bəlalibəla wk＇r Pabjatə krstijanat jalu sihon kənəzihm wst＇betə gijorgis （balə məsk＇əl k＇rs＇u）sitaj whalkvn jətə＇bək＇ə jməslal：：betə mədhane Paləm jətəbaləw dəgmo kəhulum tlk＇u nəw：：？alama bək＇wami laj indiwləbələb jəmisək＇əl tə＇rk＇nəw：：bədro gize mərəd弓a mələwawət＇wanəna t＇k＇mu nəbərə：：bəahunu gize gn jəandn hagər wəjm drd3t ləməwəkəl jagələglal：：ato kəbədə mikael msale －ढ़̣na bətəbaləw drsətaťəw laj：－səndək＇Palam jənəs＇anət mlkt jəand hzb matəb巨 jəhbrət masərija t＇bk＇
harəg nəw：：təməlkət アalamahnः təkətəl alək＇ahn：：bləw asfrəwtal：：＇＂aksum＇＂bəsəmen itjop＇ja bətgraj k／hagər kəadwa tərarawotf atə＇gəb jəmtgən kətəma nətf：bəkrstos Idət bəfit təməsrto jənəbərəw jəaksum srwə məngst małkəl nəbərətf：jəaksum srwə məngst məto kflə zəmən akababi łjətədakəmə simət＇a jəmałkəlawiw məngst wədə dəbub tənk＇əsak＇əsə：：səba amst bəməto jəmihonəw jəkətəmaw nəwari jəortodoks hajmanot təkətaj nəw：：jətək＇ərut nəwariwot jəsuni islmna təkətajoty natfəw：：balatfəw tarikawi təfəlaginət kətəma wst＇jəmigənut jəaksum srwə məngst k＇ritot jəaləm k＇rs bota təbləw təsəjməwal：： aksum bəitjop＇ja jə tgraj kll kətəma sihon bəmaجłkəlawi zonna bəlaアłlaj majtłə＇w wərəda jgənal：： małł̀kəlawi jəstatstiks baləslt＇an indətəmənəw səw mənorija sihon $\ddagger n ə s u m$ wəndotyna setoty maPłkəlawi jəstatstiks baləsIt＇an，bəlela gələltəna tmna dəgmo səw mənorija tədərgo təgəmtwal：：
and gize inard3 inawga wərəda fələgə brhan kətəma klinikvn gwad k＇omt＇e ambaw mərk＇əw kəfətu jlna ine

 məzbari athun btfa：：hzbu jwədfal：：bəihapa gize jəgətə＇məwot tggr nəbər alu？awo！wərədawn alnəgrfm：： btja bəzija akababi jətə＇nətə＇nə and ffta aləَ andu bet gəbahu：：kəzija nəgəru dəs slalalən wətadər lke lela bet indizəgadzln adrge wədə lela bet təzawərhu：：jəgondər̄ jəwəlō jəgodzam hulu jətmhrt betu jəlmat komite astəbabari adərəgun：：dzenəralun baləslt＇anun sajk＇ər abəba mətkəja gudgwad tə＇wat tə＇wat ask＇ofrəwaləhu：：ine tuta ləbJe wha nəbər jəmatə＇t＇a：：inəsu wərk＇atfəwn lezəratfəwn ləbsəw jfəllalu：：ato bəgafaw atalaj ləijandandu kadre hulət hulət kvntal buna ləsnk＇sət＇təwatfəw nəbər：：ine jatfw dəmoze nat：：ina inəsu biratfəwn jtə＇t＇alu：：k＇ofru slatfəw mət misəmun honu dəgmo bətmrtus jəwaza məsəlhuf？ let tək＇ən atə＇na nəbər：：tmhrtu ajkəbdm nəbər？ərwa ajkəbdm！jəmitawək＇ajdəl：：bət＇am k＇əlal nəbər：： jəinperijalistuna jəsofalistun huneta nəw：：jəamara bherawi kllawi məngst jət＇bk＇na fək＇ad sətə＇n：：mətfem lət＇urəta mədəgomija jbək＇al：：godzamma isum wəndः inem wəndः kəman anfe nəw tə＇bək＇a mgəza？jlal：： lət＇bk＇na sra fəga adis abəba nəw：：jəna səw nəgər awak＇i nən blo tə＇bək＇a mak＇om zk＇tənanət jməsləwal：： łna łndalhuf łrk＇ssəra nəw jəmwləw：：bəakvriw bahlatfn məsərət snastark＇nəw jəmwl：：ahun bəədr bəmahbərawim honə bətələjajə jəmahbərat astəbabarina məri nəл：：bəihadegs altəfələmum？səmtfaləhu srawotn：：t＇ru nəw：：səwn astəmrut：： $\int m a g l e ~ n ə w o t:: ~ t l k ' ~ s ə w ~ n ə w o t:: ~ j l ə f a l u:: ~ a j z o w o t . . ~ a l u n:: ~ f n d i h u ~$ andəze jədə／mark＇os junivərsti simərək＇nggr indadərg təgabze tənagərkv：：．．bher bherəsəbot！ jəmitəwawək＇ubət koledz təsəralnə：：jəsəratfhuln məmarija bet jəna nəw：：bwanbwaw məskotu indajsəbər łntə＇bk＇alən：：kəlela agər jəmət＇a dəbal s＇əbaj kalə ína godzamot anfəlgm巨 gurorown ank＇ən ləfrd †nak＇ərbalən．．alhtəəw：bəitjop＇ja bəahunu wək＇t slaləw jəpolətika huneta mn jlalu？itjop＇ja wst＇ jəmajabara t＇ornət nəbər：：jane prezidantun ．．slt＇an agarū tədəradəru．．bjatjəw nəbər gn ．．drdr jələm．． bləw ł̇mbn alu prezidantu：：jəmigərmf bədərg wək＇t t＇oru indajwaga jəmik＇əsək＇s muzik＇a nəbər：：．．ahun
jəંne mənor巨 mənoru nəw wəj토 gut gut jalə t＇ut and k＇ən salaj．．jəmil k＇sk＇əsa wət＇atu jsəma nəbər：：t＇or meda？ihsa：：bət＇or meda k＇sk＇əsa sidərəgbət wət＇atu bək＇a izija mək＇ojət ajfəlgm：：bək＇a ¡jətəwə məmt＇at d弓əmərə：： $\int n f ə t u$ ajələ：：lelaw t＇ornətu dəgmo jəand agər t＇ornət nəbərə：：jaw ahun bəslt＇an laj jaləw məngst afənfwal：：nəgər gn janze jənəbərəw t＇ornət tarikawi təblo ajjazm：：hulət wəndmamatfotf nəbəru
 gbs＇oty ${ }^{\text {i }}$ inglizoty gar jənəbərəw t＇ornət malət nəw：：and t＇ornət tarikawi jəmibaləw t＇ornət bəmijawk＇u sajntistoty jət＇or tə＇bəbtotf sigəməgəm nəw：：ahun jaləw ləsəlam lədimokrasī ləməlkam astədadər jək＇omə astədadər nəw bibalm kəlaj jəwət＇aw məmərija tkkl hono salə kətat gn jfərarəfal：：kətat jajəز łndəhon məmərijawotfi hgə məngstuः lelotf nəgərotf ijətəfərarəfu jgənalu：：tək＇ot＇at＇ro ləmastəkakəl t＇bk＇ kttl jasfəlgal：：bəihadeg zəmən bəmrt＇a ləmn altəwədadərum？aj！məngstat bəslt＇anatfəw jəmimət＇abaţəw ajwədum：：†nem dəmo kəંngdih jəagər $\int m a g l e ~ n ə л:: ~ t ə m ə r t ə ' \int ~ p a r l a m a ~ b ə m t g ə b i b ə t ~ g i z e ~ b i j a n s ~$ jəməd弓əmərija digri linorf jgəbal：：lənəgəru lətəsatfom məmar t＇ru nəw：：gn tmhrtun ləmn iskə digri algəfubətm？ih ingdija！ine bətəl Piko bəhg jət＇bk＇na diploma jзaləhu：：tə＇／mi mələs zenawin agntəwatfəw jawk＇alu？ərə jələm：：tə＇／ministrun jəmaməsəgnatfəw jəitjop＇jana jəertran t＇ornət bəafənafinət bəməwət＇atatfəw nəw：：jək＇ədmo prezidant məngstu bəmijastədadru gize jəsomale t＇or ．．awaf nəw dnbəre．．blo mət＇to nəbərə：：ləwəre nəgari sajk＇ər ində agəda kmr tək＇atə＇｜wa！tə＇／mi mələsm bihonu t＇ornət bajfəlgum t＇orənotfn ləməkəlakəl jəmijadərgut jəmidənk＇nəw：：jhm dəgmo as＇i tewodrosइ as＇i johans hjwətatfəwn jəsəwt nbrət tə＇ftwatfəw nbrət fləga sajhon hagər ləmətə＇bək＇nəw：：tadija səw ləməfəwəs bəbərəhaw ijəhedə bəwha t＇m iskə səwotf motəwal：：bət＇aka gəbtəw məngədu tə＇ftwatjəw：： łna tə＇／ministru igziabher kəzija hulu Jmk＇wgija巨 ahunm bihon andand kəftəna məsənaklotf agat＇mwatəw jətəwət＇ut bə亡̇gziabher hajl sləhonə ．．．jə̇nəzihn talalak＇səwotf agər ．．abaj flwhan．．balətfwot ak＇m bəセ̇gziabher bjəwaləhu jasəruln：：．．abaj flwha．．məngədu bisəra kəftəna jəimnəbərəd kmtfť kəftəna jəbrət mrt巨 jək＇batna jəsəlit＇indihum̄ jəbərbəre mrt bəbzat jaləbət nəw：：kədə／eljas abaj fl wha ki．me rk＇ət nəw jalə：：bəitjop＇ja jətəgənu jət＇bəb səwoţ bəsrawotfatfəw jətunm jahl mələkija bik＇əmət＇latfəw ləgə／krstos gn jh k＇ərəw ləmalət mat＇afijaw jat＇r jhonal：：bəhasabuna bəsmetu təfətləw bəget＇ut srawotfu jətədənək＇nəwn jakl kəastəwajnətu玉 kəsbł̄nawna kəmannətu indəzihum kətə＇nkara səratənnətu jəmnmaratfəw bzu k＇umnəgərotf alu：：bətəwələn srawotfu k＇ən k＇ənn ijəwələdəw sik＇ət＇l jəzih səw srawotf wrs honəw ləhul gizem abrəwn jnoralu：：gəbrə krstosn bəs？il sraw Paləm awk＇otal：：jh btfa ajdələm
 tə＇baj tələjtəw jəminəsu mannətotfn nək＇so．．．bəgt＇mo jətəwəln srawotfu zəmən təJagari natfəw：： jəgəbrəkrstos dəstan nəgər basbəw sasbəw indijaw dərso andat jəmalfatəw hasab bəwst＇e jrawət＇al：： məfto iskinəga ləne jəzih səw sra adis nəw：：bəza zəmən jətənəsu asdənak＇iwotfu birənoty bəaləm
təwədadəri məhonatfəwn sməskr kvrat alən：：nəgərgn bək＇t＇u ləməzəkər jəbək＇ut idzg t＇k＇itotfu məhonatfəwn srəda adəra bəla məhonatfn jtajənal：：jhe asdənak＇i səw ləagəru jənəbərəwn fk＇r itjop＇ja łnate sil bəsət＇at bota jəagərun nafk＇ot agəre indəgəna bətəsənu gt＇motju indəzihum jəagər k＇ut＇tun jəs＇om k＇ən ina bəbaìd agər bətəsənut gt＇motfu bəmigəba gəls＇otal：：bətələj agəre jətəsənəw gt＇mu andzət jbəlal：：mn jdərəg jh talak＇səw bəsdət indəmasənə jəagərun afər ləmək＇məs aləmətadəlu jask＇ot＇al：： gəbrə krtos kəabatu kəalək＇a dəsta nəgəwo kəinatu kəwə／ro as＇ədə marjam wəndmagən Pa．m bəmsrak＇u jəhagəratfn kfl harər kətəma təwələdə：：kəzər jəmiwərəs andat！nəgər kalə abatu alək＇a dəsta bəitjop＇ja betəkrstijan hajmanotawi tmhrt lik＇na bəbrana jə ${ }^{\prime}+\mathrm{dz}$ s＇hufotfaţəw bəbahlawiw siłlotjatfəw jətədənək＇u səw ində nəbəru jnəgəral：：gəbrə krstos wəladz inatun（wə／ro as＇ədə marjam wəndmagən）gəna bəldznətu bəmot tənətə＇k＇ə：：mətfəm jəinat mot kəbad nəw：：btfa amlak təə＇rso alkəfam ajatu imahoj brk＇nə sasahu Ik ində inat masrəfa．．．lk indənat honəw asadəgut ：：jəabatun $\ddagger$ iwk＇ət blom jəspil sra ijadənək＇ə ladəgəw tnfu gə／krstos jəhjwət t＇riwn jələjəw gəna bətə＇watu nəbər：：bətələj jəmidənk＇əw ł̇zihga nəw！ł̀ko mn？kalaţhu gəna jəsdst amət ld弓 ijalə＂inatnət＂blo jəsəjəmatn jəirsas s？łł ajən：：gəna bzu jəbzu bzu jasajənal：：gəbrə krstos ləabatu jənəbərəw fk＇r mətfəm jətələjə nəw：：jətunnm jahl adnak＇ot＂irəft adrg ahun＂bəmiləw gt＇mu gəls＇otal：：andzət jəmibəla gt＇m nəw！gəbrə krstos kə hed sidni gar badərəgəw at＇r k＇alə mətə＇jk＇slə abatu jəmikətəwn blo nəbər：－abəte k＇dusan məs＇ahftn bəłdzu js＇f nəbər：：bəzəmənu zəmənawi jəhtmət məsarija bəhagəratfn jənəbərə bihonm bənorəw bahl məsərət bə＋d弓 jətəzəgəd3u məs＇ahftun təmərat＇＇ nəbəru：：ləməs＇əhaftu zgd弓t jəmijasfəlgəwn məs＇afijam honə k＇ələmun jazəgadz jənəbərəwna irasu sihon bək＇dusan məs＇ahftu wst＇jəmikatətu mslotfn jsəra nəbər：：bəldznət gizeje jəabaten srawot $\dot{\text { ijajəw }}$ idəəəək＇ nəbər：：

## Appendex B

## Amharic language without tranlslated
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## APENDEX C

## Sample of the prototype code

```
from tkinter import *
from operator import itemgetter, attrgetter
#import l3
import codecs
import re
import stringEditll
import DynamicProgramming
from decimal import *
from tkinter import END,Listbox, Tk
def gu():
    def NewFile():
        print ("New File!")
    def OpenFile():
        name = askopenfilename()
        print( name)
    def About():
```

```
    print( "This is a sample of prototype menu")
root=Tk()
menu = Menu(root)
root.config(menu=menu)
filemenu = Menu(menu)
menu.add_cascade(label="File", menu=filemenu)
filemenu.add_command(label="New", command=NewFile)
filemenu.add_command(label="Open...", command=OpenFile)
filemenu.add_separator()
filemenu.add_command(label="Exit", command=root.quit)
helpmenu = Menu(menu)
editmenu = Menu(menu)
viewmenu = Menu(menu)
menu.add_cascade(label="Edit", menu=editmenu)
menu.add_cascade(label="View", menu=viewmenu)
menu.add_cascade(label="Comment", menu=editmenu)
menu.add_cascade(label="ReView", menu=viewmenu)
menu.add_cascade(label="Help", menu=helpmenu)
helpmenu.add_command(label="About...", command=About)
root.title("**Design a prototype /\hbar / %%官/ for Amharic Lanaguage version 1.0**")
root.geometry("500x350")
```

```
var = StringVar()
label = Label( root, textvariable=var, bg="black",fg="whiteSmoke",font=('Comic Sans MS', 16) )
```



```
label.pack()
text = Text(root, bg="white",fg="blue", height=6,width=45,font=15)
#text = Text(root, bg="whiteSmoke",fg="blue", height=6,width=45,font=15)
text.pack()
# scroll=Scrollbar(root,command=text.yview)
text.tag_add("here", "1.0", "1.4")
def helloCallBack():
    import codecs
    varr=text.get(1.0, END)
    import obo
    import stringEditll
    import codecs
    from operator import itemgetter, attrgetter
    dicf=[]
    f=codecs.open("C:/Python34/thesis/Documentation/Training Set.txt","r","UTF-8")
    f=f.read()
    #print("file name:",f)
    #a=f.split(" ")
    a=[text.strip() for text in re.split('[!?::[:]:=]', f) if text]
    y=varr
```

```
#print("splitted:",f)
c=0
prdct={}
dic=[]
#while(c<len(a)):
for aa in a:
    yy=stringEditll.Distance(aa,y)
    xx=PosP.posTag(aa,y)
    zz=TF-IDF.tf-idfFunc(aa,yy)
    H=0.16*}yy+0.24*xx+0.6*zz (
    dic.append(H[1])
    #print(yy[1])
    prdct[a[c]]=H[1]
    #print(a[c])
    #print("result:",y,prdct,yy[1])
    #print(y,stringEdit.simDistance(aa,y),aa)
    c=c+1
dic.sort()
print("+++++++++++=",dic)
# reverse increasing order
view=reversed(sorted(dic))
for lll in view:
    print("wer:",lll)
print("results 2:",y,prdct,aa,yy)
```

```
ll=(sorted(prdct.items(), key=itemgetter(1), reverse=True))
print(ll)
rr={}
dic=[]
ik=0
mm={}
for pp in ll:
    print("popop",pp)
    sdt=pp[0]
    dic.append(sdt)
    #text.insert(INSERT,pp)
    #print("ssss",sdt)
    mm[ik]=sdt
    ik=ik+1
    if ik==5:
        break
    #print("waa",ll)#print(aa)
#text.delete('1.0', END)
#text.insert(INSERT,mm)
#print(mm)
for item4 in dic:
    #listbox.insert(END,item4)
    #print("real:",item4)
```

```
            # text.delete('1.0', END)
            print("itemmmm",item4)
            #text.insert(INSERT,item4)
            #print("single4",uy)
            #print("dic",vd)
            If H[1]>0.025
            text.insert(INSERT,item4)
# rr=obo.getNGrams(f, 5)
#for www in rr:
#print("ngrams",www)
```




```
    from tkinter import ttk
    #root = tkinter.Tk()
    style = ttk.Style()
    style.map("C.TButton",foreground=[('pressed', 'red'), ('active', 'blue')],background=[('pressed', '!disabled', 'black'),
('active', 'white')])
colored_btn = ttk.Button(text="Click On This" ,style="C.TButton",command = helloCallBack).pack()
    #B.pack()
root.mainloop()
```
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