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Abstract

Background:- Bipolar disorder also known as manic-depressive disorder is a mental

health problem that primarily affects mood. Symptoms of bipolar disorder are extreme ir-

ritability or agitation, a period of feeling empty,loss of interest in normal activities, sleep

problems and etc. Symptomatic recovery is a dimensional measure that refers to improve-

ment in the magnitude of symptoms. Even though it is better if studying the association

between burden of symptoms and time to symptomatic recovery of bipolar disorder, there

is no study done that show it till now.

Objectives:-The objective of the study is to fit the joint model and examine the association

between burden of symptoms and time to symptomatic recovery of bipolar disordered in-

dividuals.

Methodology:-The retrospective data from all the admitted follow up of bipolar disorder

patients, who have followed at least three visits from first, September,2018 to first Jan-

uary,2020 in Jimma University Medical Center is used in this study. The study follows

two stage,first fitting separate survival and longitudinal models and Joint Model is fitted

next.

Results:-From the total of 257 bipolar disorders,about 116(45.1%) of them experienced

event of recovery.The covariates time in month,age , the interaction between time in month

and adolescent first onset of the disease,the interaction between time in month and event

of relapse, the interaction between linear time in month and existence of other cofac-

tors and the interaction of substance abuse and chewing khat are significantly affect the

log-expected burden of bipolar symptoms.In survival sub-model the covariates;divorced

,event of relapse, mixed type of episodes are significantly affects the time to symptomatic

recovery of individuals at 5% significance level

Conclusions and Recommendations:- From the Joint model,there is a negative relation-

ship between event of recovery and burden of bipolar symptoms at the baseline time.This

indicates that at the beginning time since burden of bipolar symptoms is high the chance

of symptomatic recovery is low. Then at the base time the psychiatrists and the concerned

body should give special service for the patients.

Key words:-Bipolar disorder,random effects,Shared parameters

viii



1 Introduction

1.1 Background of the Study

Bipolar disorder is a persistent,serious psychiatric illness with an estimated prevalence of

approximately 1% [1]. Its lifetime prevalence is about 3% worldwide [2, 3, 4]. Bipolar

disorder, also known as manic-depressive disorder,is a mental illness problem that pri-

marily affects mood. Symptoms of bipolar disorder are extreme irritability or agitation, a

period of feeling empty,loss of interest in normal activities, sleep problems,etc. Accord-

ing to Findling RL, bipolar disorder affects over 5 million people in the United States [5].

Bipolar episodes are characterized by a drastic change in behavior and mood, and range

from joyful and overexcited(manic episodes) to extremely sad and hopeless(depressive

state). These disorders have different types of episodes such as manic episodes, hypo-

manic episodes, depressive episodes, and mixed episodes. Causes of bipolar disorders

include childhood trauma, stressful life events, self-esteem problems, and genetic inheri-

tance [6].

The WHO indicates that BD is the sixth leading cause of disability in the world. BD

in youth is increasingly recognized as a significant public health problem often associ-

ated with impaired family and peer relationships, poor academic performance, high rates

of chronic mood symptoms, psychosis, disruptive behavior disorders, anxiety disorders,

substance use disorders, medical problems (e.g., obesity, thyroid problems, diabetes), hos-

pitalizations, and suicide attempts and completions [7].

A 2000 study by the World Health Organization found that prevalence and incidence

of bipolar disorder are very similar across the world. Age-standardized prevalence per

100,000 ranged from 421.0 in South Asia to 481.7 in Africa and Europe for men and

from 450.3 in Africa and Europe to 491.6 in Oceania for women [8].

In 2017, the Global Burden of Disease Study estimated there were 4.5 million new cases

and a total of 45.5 million cases globally [9].In most developing countries, particularly in

sub-Saharan Africa, resources for mental health care are very scarce [10] and the delay

in seeking treatment for bipolar disorder is long [11]. In sub-Saharan Africa, unipolar
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depression was the third leading cause of disease burden, and by the year 2020 it is ex-

pected to become the second leading cause of disease burden worldwide [12]. The overall

prevalence of mental illness in South Africa was 25% among adults [13].Moreover, men-

tal health problems account for 12.45% of the burden of diseases in Ethiopia and 12% of

the Ethiopian people are suffering from some form of mental health problems of which,

2% are severe cases [14].

Annual burden of bipolar disorder to Ethiopian society was estimated to be $ 331 million.

Similarly, in the year 2005 the projected lost days of work to the Ethiopian society was

estimated to be 112.8 million, 140 assuming a 2.9 percent life time prevalence rate of

bipolar disorder in the general population and 93.52 cumulative lost days of work from

each patient annually [15].A cross-sectional community based study in Jimma town had

taken by Ermias $ Samuel in 2002; and based on their result they stated that mental dis-

tress is fairly common in Jimma town and the decentralization of mental health service

and its integration with primary health care and use of community health agents in creat-

ing awareness among the community members is recommended [16].

Symptomatic recovery is a dimensional measure that refers to improvement in the mag-

nitude of symptoms. Recovery should not be defined merely by symptomatic remission

or even syndromal remission; rather, recovery should include symptomatic recovery, syn-

dromal recovery, functional recovery, and a return to an acceptable quality of life for the

patient [17]. Symptomatic recovery is the sustained resolution of the symptoms of the

disorder. Functional recovery is the ability to return to an adequate level of functioning

and includes an assessment of occupational status and living situation [18].

Longitudinal and survival data analysis are among the fastest expanding areas of statistics

and biostatistics in the past three decades. Longitudinal data analysis generally refers to

statistical techniques for analyzing repeated measurements data from a longitudinal study.

Repeated measurements data include multiple observations of an outcome variable that

are measured over time on the same study unit, during the course of follow up. The key

issues for longitudinal data analysis are how to account for the within-subject correlations

and how to handle missing observations. On the other hand, survival analysis deals with

survival data or time-to-event data where outcome variable is time to event event.

2



Time-to-event data are usually incomplete, and thus cannot be handled by standard statis-

tical tools as for complete data. A typical example is right censoring, which occurs when

the survival time of interest is only known to be greater than some observed censoring

time due to the end of follow up or the occurrence of early withdraw or competing events.

Both types of data arise commonly in almost all scientific fields. Indeed, they extend nat-

urally the survival model with time-dependent covariates and offer a flexible framework

to explore the link between a longitudinal biomarker and a risk of event [19].

Joint modeling is a very rich and active research area examining the association between

longitudinal and survival processes. It also enhances longitudinal modeling by allow-

ing for the inclusion of non-ignorable dropout mechanisms through survival tools and

survival modeling with the inclusion of internal time-dependent covariates [20].In lon-

gitudinal data analysis, joint models were primarily considered as a means to adjust for

no ignorable missing data due to informative or outcome related dropouts which cannot

be handled properly by the popularly used methods such as linear mixed and generalized

linear mixed effects models [21].

Although, when the two outcome interested are correlated, joint modeling has been em-

pirically demonstrated to lead to improved efficiency and reduced bias [22, 23, 24], there

is not joint model done on bipolar disorder and time to recovery that may use to change

the traditional view of peoples by justifying the association burden of bipolar disorder and

time to recovery.Then the main objective of current study is to fit joint longitudinal and

survival model and assess the association between burden of bipolar symptoms and time

to symptomatic recovery in Jimma University Medical Center,Jimma, Ethiopia.

1.2 Statement of the Problem

Mental health problem is accepted as a public health problem in developed as well as

developing countries [25]. Georgie [26] using samples from diverse populations, have

suggested that the burden of psychiatric morbidity existing in Africa is very similar to that

prevailing in Western countries. However, mental health problems account for 12.45% of

the burden of diseases in Ethiopia and 12% of the Ethiopian people are suffering from

some form of mental health problems of which, 2% are severe cases [27]. At this time,
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there is no cure for bipolar disorder; however treatment can significantly decrease the as-

sociated morbidity and mortality.

When the two outcomes of interest are correlated, joint modeling has been empirically

demonstrated to lead to improved efficiency and reduced bias [ [22, 23, 24], improved

prediction [29], and is applicable to outcome surrogacy [30]. But to the best of knowl-

edge, there is virtually no advance literature using the joint models on bipolar disorder that

leads to unknown association between burdens of bipolar and duration of recovery, except

the studies about prevalence of bipolar in Ethiopia based on cross-sectional data. Even

though some documents were there, they used multiple linear and logistic regression, or

separate models survival and longitudinal to identify determinant factors and assess risk

factors overtime separately without raising the association between two models. [78].

The lack of both longitudinal and survival data to monitor the pattern of causes and dura-

tion of recovery as well as extent load of symptoms make it a new avenue for investigation.

The few studies on bipolar disorder do not track the longitudinal and survival history of the

patients. Therefore, this study is expanded to fit and assess the joint model and examine

the association between burden of bipolar symptoms and time to symptomatic recovery.

In general, this study answer the following major research questions:-

• What are the factors that significantly affect the time to symptomatic recovery of

bipolar disorder ?

• What are the factors that significantly affect the burden of bipolar symptoms ?

• How strong is the association between the burden of bipolar symptoms and risk

symptomatic recovery through bipolar disorder over time on the study area?

• Do the the bipolar disordered groups show similar relative risk of symptomatic

recovery in the study area?

4



1.3 Objectives of the Study

1.3.1 General Objectives

The main objective of this study is to model the joint burden of bipolar symptoms and time

to symptomatic recovery of the bipolar disordered patients in JUMC from September, 01,

2018 to January, 01, 2020.

1.3.2 Specific Objectives

The specific objectives of the study are:-

• To fit the cox-regression model for the time to symptomatic recovery and determine

the significant factors in study area.

• To fit the longitudinal model for the burden of bipolar symptoms and determine the

significant factors on the study area.

• To examine and assess the association between burden of bipolar symptoms and

risk of symptomatic recovery through bipolar disorder on the study area.

• To examine and assess the hazard of the symptomatic recovery among the bipolar

disordered groups using survival sub-model on the study area.

1.4 Significance of the Study

Studying the association between burden of bipolar symptoms and time to recovery is one

way of overcoming the mental health problem in the community by addressing the effects

in the burden of bipolar symptoms on the duration of recovery and significant factors of

the burden of bipolar symptoms.

This study may helps physicians and researchers as a benchmark when investigating re-

lated studies. It also gives a chance to examine the progression and change trajectory of

burden bipolar symptoms and its duration of recovery and awareness of this will provide

all the concerning body to take appropriate measure to reducing the burden of bipolar

symptoms and by reducing the risk factor or covariates.
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1.5 The Organization of this Study

This study builds on five chapters. Chapter one is background of the study which pro-

vides a brief description on the bipolar disorder and Joint longitudinal and survival mod-

els,statements of the problem and the objectives of the study, which is used as our tool

to validate the thesis statement. Chapter two elaborates an overview of previous related

studies on bipolar disorder and related joint longitudinal and survival models. Chapter

three provides a brief description on the study area,design and methodologies which are

used as our tool to analysis of the data. Chapter four contains result of the data analy-

sis using descriptive statistics and the joint model.To fit the joint model,first the separate

longitudinal; generalized linear model is fitted and the variables are selected based on

the backward elimination method then after, fit the generalized mixed model with dif-

ferent random effects and select the best model. For the separate survival model,fit the

cox model with the selected variables.Then after the joint model is fitted using Bayesian

approach. Chapter five contains discussion,conclusion and recommendation based on the

results.
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2 Literature Review

2.1 Description of Bipolar disorder

Bipolar disorder (BD) is a major mood disorder characterized by recurrent episodes of de-

pression and hypomania [31]. According to the Diagnostic and Statistical Manual (DSM-

5), the two main sub-types are BD-I (manic episodes, often combined with depression)

and BD-II (hypomanic episodes, combined with depression) [32].Bipolar disorder is a

chronic illness with substantial psychosocial and occupational morbidity. Several studies

have shown that, after a manic episode, the majority of patients with bipolar disorder con-

tinue to exhibit significant impairment in role functioning, despite symptomatic recovery

[15, 16, 17, 18, 19].

Symptomatic recovery is a dimensional measure that refers to improvement in the mag-

nitude of symptoms. This differentiation permits the examination of psychopathology

that persists despite symptomatic improvement to the point that patients no longer meet

diagnostic criteria for an episode. Functional recovery refers to the return to previous

levels of work and psychosocial function. These distinctions are important because sep-

arating these aspects of recovery may help clarify factors that differentially contribute to

the recovery process [20].

2.2 Recovery of Bipolar Disorder

The study done on department of psychiatry, in University of Cincinnati, College of

Medicine, by Keck Mcelroy SDtrakowski(1998) on studying the 12-month course of ill-

ness following hospitalization for a manic or mixed episode of bipolar disorder to iden-

tify potential outcome predictors by using multivariate analyses suggests that; during the

12-month follow-up period, there were no significant differences in outcome between pa-

tients with manic compared with mixed BD. Although syndromic recovery occurred in

48% of the overall group, symptomatic recovery occurred in only 26% and functional

recovery in only 24% . Medication treatment compliance was inversely associated with

the presence of comorbid substance use disorders. Symptomatic and functional recovery

occurred more rapidly and in a greater percentage of patients from higher social classes.
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A minority of patients with bipolar disorder achieved a favorable outcome in the year fol-

lowing hospitalization for a manic or mixed episode. Shorter duration of illness, higher

social class, and treatment compliance were associated with higher rates of symptomatic

recovery. The survival curve for symptomatic recovery was illustrated as ,of the 106

patients who completed the study, only 28 (26%) experienced symptomatic recovery at

some time during the interval between hospital discharge and 12-month follow-up.

Logistic regression analysis revealed that only higher social class (χ 2= 6.2, df = 1, p

= 0.01) was associated with symptomatic recovery. Using the Cox regression analysis,

we found again that only higher social class (adjusted hazard ratio=1.17, 95% confidence

interval=[1.02,1.34; Wald χ 2=5.6, df =1, p=0.02] was associated with less time to symp-

tomatic recovery. The mean age at onset of manic phase of the illness was found to be

22.0 years (22.5 for men and 21.4 for women). The mean age at onset of depressive phase

was 23.4 years (24.1 for men and 22.5 for women). There was no significant sex differ-

ence in the age of onset of manic or depressive phases. In 22.7% of the cases bipolar I

illness started with a depressive episode and in 77.3% of the cases it started with a manic

episode. Two or more episodes of the illness were reported by 64.1%.

Study conducted on Bipolar disorder in rural Ethiopia by Alemayehu Negash(2009) showed

that relapse and remission assessed at follow-up average 2.5 years (range 1 - 4 years)

,65.9% relapsed at least once 47.8% manic, 44.3% depressive.Of those relapsed, 28.5%

had psychotic features, 31% were continuously ill & 5% were mostly in remission during

the follow up time.

Perlis, Ostacher(2006) to examined the prospective data from a cohort of patients with

bipolar disorder participating in the multicenter Systematic Treatment Enhancement Pro-

gram for Bipolar Disorder (STEPBD) study for up to 24 months. Accordingly, for those

who were symptomatic at study entry but subsequently achieved recovery, time to recur-

rence of mania, hypomania, mixed state, or a depressive episode was examined with Cox

regression. Of 1,469 participants symptomatic at study entry, 858 (58.4% ) subsequently

achieved recovery. During up to 2 years of follow-up, 416 (48.5% ) of these individuals

experienced recurrences, with more than twice as many developing depressive episodes

(298, 34.7% ) as those who developed manic, hypomanic, or mixed episodes (118, 13.8%
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). The time until 25% of the individuals experienced a depressive episode was 21.4 weeks

and until 25% experienced a manic/hypomanic/mixed episode was 85.0 weeks.

Study on Longitudinal course of Bipolar Disorder and duration of Mood Episodes by

Solomon (2010) with the objective of describe the duration of bipolar I mood episodes

and factors associated with recovery from these episodes while the probability of recovery

over time from multiple successive mood episodes was examined with survival analytic

techniques, showed that the median duration of bipolar I mood episodes was 13 weeks.

More than 75% of the subjects recovered from their mood episodes within 1 year of on-

set. The probability of recovery was significantly less for an episode with severe onset

(psychosis or severe psychosocial impairment in week 1 of the episode) (hazard ratio

[HR] =0.746; 95% confidence interval [CI], [0.578, 0.963]; P=.02) and for subjects with

greater cumulative morbidity (total number of years spent ill with any mood episode was

(HR=0.917; 95% CI, [0.886, 0.948]; P¡.001). Compared with the probability of recovery

from a major depressive episode, there was a significantly greater probability of recov-

ery from an episode of mania (HR=1.713; 95% CI, [1.373,2.137], P=.001), hypomania

(HR=4.502; 95% CI, 3.466,5.849; P=.001), or minor depression (HR = 2.027; 95% CI,

[1.622,2.534]; P=0.001) and, conversely, a significantly reduced probability of recovery

from a cycling episode (switching from one pole to the other without an intervening pe-

riod of recovery) (HR=0.438; 95% CI, [0.351,0.548]; P=.001).

Endalamaw Salalew(2019) studied the magnitude and associated factors of Perceived

Stigma among adults with mental illness in jimma University Medical center, Ethiopia

with objective of assessing the magnitude and associated factors of perceived stigma

among adults with mental illness in an Ethiopian.He used facility-based, cross-sectional

study design with a consecutive sampling technique employed from September 1 to 30,

2012. He suggested that; Among the total of 384 participants were invited and fully par-

ticipated in the study making a response rate of 100% , the majority (271, 76%) of the

participants were males. The mean age and standard deviation of the participants were

32.75 years (± 10.24 years). The largest proportion (203, 52.9%) of the participants were

from a rural area, and 180 (46.9%) were single. The majority (245, 63.8%) of the partici-

pants were Oromo by ethnicity, followed by Amhara (60, 15.6%).
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Study hold on correlates of mental distress in Jimma town, with objective of determining

the prevalence of mental distress and related socio-demographic and other risk factors by

Ermias and Samuel in 2002 suggests that: - 689(68.5%) females and 317(31.5% ) males

were found. The mean and median age of the study population were found to be 33.89 and

29 years respectively. Sixty-seven individuals (6.7%) reported family history of mental

illness out of which 38.8% showed mental distress compared to 21.0% among those indi-

viduals with no family history. Five hundred thirty-eight (53.7%) of the study population

were married. The major ethnic groups identified in the study area were Oromo(34.6% ),

Amhara(26.1%).

2.3 Joint Modeling Approaches

Joint modeling of longitudinal and time-to-event data has witnessed an explosion in the

literature of recent years by a many number of researches. One can use joint modeling

approach when interested in assessing the association between an endogenous variable

measured repeatedly over a time period and the interest of determining the risk of an event

occurring. De and Tu proposed the longitudinal sub-model to model the progression of

a CD4-lymphocyte count with some level of measurement errors and its association with

other risk factors via the survival sub-model. They implemented their approach using

the random effects model which enabled them describe the progression in the CD4 cell

counts and the effects of the CD4 trajectory on survival of patients [33].

Tsiatis(1995) also proposed a two-stage approach in modeling CD4 counts, which accord-

ing to the authors was a potential marker for human immune virus (HIV) trials, due to its

observed correlation with clinical outcomes[32].The Cox proportional hazards regression

model can be used to fit time-dependent covariates, but the CD4 counts are always mea-

sured periodically and with substantial errors in their measurements making it impossible

for the Cox model to be used [34]. They therefore modeled the CD4 counts via a re-

peated random effects model while the other variables were considered under the relative

risk (Cox proportional hazards) model.

Other studies that explored the joint modeling approach in different fields of study include

Andrinopoulous looked at the valve function of cardiac-thoracic surgery which is moni-
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tored over a period of time [34]. The joint modeling approach is the most appropriate in

helping a physician scan for the trend in valve functions so that they are able to plan their

next intervention, [35]. Their approach are implemented via P-splines using Bayesian

methods of joint modeling that enable them to specify a time-varying coefficient to link

the longitudinal and the survival processes.

Jean-Franc in 2002, addressed this problem in situations where the value of the covariate

at dropout is unobserved. He suggested joint model which combines a first-order Markov

model for the longitudinally measured covariate with a time-dependent Cox model for the

dropout process by likelihood estimation of their model and show how estimation can be

carried out via the EM algorithm.They state that joint model may have applications in the

context of longitudinal data with non-ignorable dropout [36].

In the context of the application of joint modeling techniques to health insurance stud-

ies, previous work found by Piulachs, where the study focused on elderly policyholders

and the counting process is approximated by a log-transformation of the longitudinal out-

come. Given the discrete nature of emergency claims per year, the longitudinal response

must account for non-Gaussian data. Previous approaches of this kind have been pro-

posed [36]. For example, Rizopoulos and Ghosh defined a Bayesian JM to relate multiple

longitudinal outcomes (discrete or continuous) to a time-to-event outcome [37].

Murawska, Rizopoulos and Lessaffre presented a two-stage JM where the longitudinal

information was summarized by either a non-linear mixed-effects model or a gener-

alized linear mixed model (GLMM) in the first stage, while in the second the EmX-

avier Piulachs, Ramon Alemany, Montserrat Guill´en and Dimitris Rizopoulos empir-

ical Bayes estimates of the subject-specific parameters were included as predictors in

the proportional hazards model [38]. Viviani, Alf´o and Rizopoulos implemented an

expectation-maximization algorithm to incorporate non-Gaussian data in the longitudinal

response, with particular attention to Poisson and binomial mixed models [39]. More

recently, Ivanova, Molenberghs and Verbeke formulated a JM to handle different types

of responses, i.e., continuous, discrete and ordinal. Parameters were estimated under a

likelihood-based approach [40].

11



When the two outcome of interest are correlated JM is appropriate to see their association.

But to the best of knowledge, there are virtually no studies those documented using joint

longitudinal and time to event to assess the association between burdens of bipolar symp-

toms and time to symptom recovery the current days. Even though there are some studies

on the prevalence of bipolar disorder in Ethiopia, they were based on cross-sectional

data.They used multiple linear regression and logistic regression and only survival model

to identify determinants factors that assess prevalence of bipolar episodes changes over-

time separately without considering the correlations within the two outcomes and subject

specific random effects or separate longitudinal without considering the joint association.

But,it is better if studying how the of changes in the burden of bipolar symptoms associ-

ated with duration of symptomatic recovery of bipolar disorder. This study use the joint

model approach to examine the association between changes in burden of bipolar symp-

tom and time to symptomatic recovery of bipolar disorder in Jimma University Medical

Center.
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3 Data and Methodology

3.1 Description of the study area

The study is conducted in the Jimma University Medical Center which is which is lo-

cated in Jimma Zone, Oromia Regional State and south west of Ethiopia. Jimma zone is

located at a distance 325 Km from Addis Ababa which is the center of Ethiopian coun-

try. The hospital currently employs almost 1,000 people and each year provides tertiary

care services for approximately 9,632 inpatients, 5,000 accident and emergency cases,

and 80,000 outpatients from a catchment area population of 15 million. The psychiatry

inpatient unit has 24 beds, which are mostly used for the management of acutely ill pa-

tients(www.hindawi.com/journals/psychiatry/2020/8739546/). Jimma University Medi-

cal Center serves as a teaching and referral center for the Jimma area community and,

adjacent zones and regions of Southwest Ethiopia.

3.2 Data source and study design

In this study data from retrospective cohort admitted follow up of all bipolar disorder pa-

tients, who have followed at least three visits from first, September, 2018 to first, January,

2020 in Jimma University Medical Center is included. Both the longitudinal and survival

data are extracted from the patient’s card which contains epidemiological, laboratory and

clinical information of all bipolar disorder patients after identification of patients who

have admitted and follow-up.

3.2.1 Study population

All bipolar disordered patients in the JUMC who are admitted to follow up in time interval

of the first September 2018 to first January 2020 are included in the study. Patients those

have less than three follow-up were not included in the study.Hence the non-probability

sampling is used to select the study population.
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3.3 Variables of the study

3.3.1 Dependent variables

The response variables of this study are two ; “Burden of bipolar symptoms” which is

obtained by counting the number of bipolar symptoms the patient shows that is repeatedly

recorded by medical psychiatrist at every follow up time. At every follow up time bipolar

disordered or caregivers are asked the symptoms the patient shown and that symptoms are

recorded on patients card. And it is taken as a counting variable and the other response is

“Time to symptomatic recovery of bipolar disorder ” which is the length of time in month

to get recovery. It is recorded on patients’ card when all symptoms are improved or totally

removed respectively.

3.3.2 Independent variables

The covariates used in this study are Age, sex, event of relapse, First onset, Bipolar type,

Educational level, Other cofactors, Marital status, Types of episodes, Family history of

disease, Substance abuse, Religion, Time in month and Time in months. These covariates

are used both in separate models and Joint models and their description is as following

table.

Table: 1. Description of the variables included in the study

Variables Description

Id number: Patient’s identifier, in total 257 patients are included using inclusion and ex-

clusion criteria.

Sex : Gender of patients, 0 = female, 1= male

Age : Age of the patients (in years), 1=19 and below, 2=20-25, 3=26-49, 4= 50 and

above

Event of relapse: Indicator of whether patient face relapse history in previous, 1= yes,

0=No

Frist onset age: Age of patient when first face the bipolar symptoms, 1=childhood, 2=in-

dolence age, 3=adult age, 4=eldest

Bipolar type:Type of bipolar the subject faced, 0=Bipolar I, 1=Bipolar II
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Time in months: length of time in months between first observation date and the earlier

occurrence of event

Time in month: Time interval in months for each follow up

Educational level: education level of the Patients: 1= tenth holder and below, 2=above

tenth and diploma, 3=degree and above.

Other cofactors: - status of the patient had other diseases in between treatment, 0=No,

1=Yes.

Marital status: Patients marital status, 1=single, 2=married, 3=widowed, 4=divorced.

Types of episodes: patients type of bipolar episodes, 1=mania, 2=mixed, 3= depression.

Family history of mental illness: status of whether family of the patient had got mental

illness before, 0=No, 1=Yes.

Substance Abuse: History of patient whether use alcoholic drinks, 0=No, 1=Yes.

Religion: Religion of the patients, 1=Muslims, 2=Orthodox, 3=Protestant, 4=others.

Chewing khat: History of the patient whether he/she use the khat, 0=No, 1=Yes

Employment: Employment status of the patients, 0=No, 1=Yes.

Ethnicity: Ethnic group of the patient, 1=Oromo, 2=Amhara, 3=others.

Status: Event indicator of the patients whether the subject got first symptomatic recovery

or not.

0 = the subject is still not face symptomatic recovery the time in between the study was

conducted (censored).

1= the subject had got event of symptomatic recovery in the time between the study was

conducted (observed).

burden of bipolar symptoms: is the number of bipolar symptoms that the bipolar disorders

shown during each follow up.

3.4 Statistical Methods of Data Analysis

The study consider both descriptive and inferential statistics.
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3.4.1 Longitudinal Data Analysis

The collection of correlated data is very common in many fields of quantitative research.

Following Verbeke and Molenberghs, the generic term correlated data encompasses sev-

eral multivariate data structures, such as clustered data, repeated measurements, longitu-

dinal data, and spatially correlated data [41].

Longitudinal data can be broadly defined as the data resulting from the observations of

subjects (e.g., human beings, animals, or laboratory samples) that are measured repeat-

edly over time. Measurements on the same subject are expected to be positively cor-

related. This implies that standard statistical tools, such as the t-test and simple linear

regression that assume independent observations, are not optimal for longitudinal data

analysis. Then the direct approach to model correlated data were linear mixed model

for continuous, normally distributed longitudinal response and generalized linear mixed

models for categorical, discrete and non-normally distributed responses.

3.4.2 Exploratory Data Analysis

Exploratory analysis of longitudinal data seeks to discover patterns of systematic variation

across groups of patients, as well as aspects of random variation that distinguish individual

patients [42]. An exploratory data analysis is a good starting point for any analysis is to

look at the data. This should include examining the univariate distribution of each variable

to possibly identify anomalous observations, and unexpected aspects , specific procedures

that are graphical, depend on the nature and role of the predictor variables. An added

benefit of looking at data is that a researcher can further assess whether the final model fit

to the data, yields fitted values that resemble the data and capture the main features of the

data.

3.4.3 Generalized Linear Mixed-Effects Models

Generalized linear mixed effects models (GLMMs) are an extension of generalized lin-

ear models by incorporating random regression coefficients to characterize within-subject

correlations in longitudinal or clustered data. GLMMs also extend linear mixed effects

models to a rich class of distributions, which can be generally expressed in the form of
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exponential families conditional on random coefficients [43, 44]. As such, they are of

wide applicability and practical importance [45]. GLMM’s enable the accommodation

of non-normally distributed responses and specification of a possibly nonlinear link be-

tween the mean of the response and the predictors, and they can model over dispersion

and correlation by incorporating random effect. GLMM is an alternative framework of

LMM which is nowadays routinely used for the analysis of discrete repeated measures

data [46].

To define GLMMs,let yi(t) denote the outcome measure at time t for subject i=1,2,..,n. We

also denote by yi = yi j, j = 1,2,3, ..n. The ni-dimensional vector of observed longitudinal

responses for the ith subject. conditionally a qb-dimensional of the random-effects vector

over bi, assumed to be independently drawn from MVN (0, D), where D is a variance and

covariance matrix. The outcomes yi j are independently distributed with densities from

the exponential family of distributions.

exp{ yi j(bi)−c(ψi j)(bi)
α(ϕ)−d(yi j)(yi j,ϕ)

} . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (1).

Where ψi j(bi) and ϕ denote the natural conical parameter and dispersion parameters in

the exponential family, respectively, and c(·) , d (· ) and a (· ) are known functions spec-

ifying the member of the exponential family. Different choices for these functions cover

the Binomial, Poisson, Gamma, and normal distributions among others. We complete the

specification of the model by defining the mean of yi(t) conditional on the random effects.

Exp(yi(t|bi)=
∂cψi(t|bi)
∂ψi(t|bi)

=g−1{xT
i (t)β + zT

i (t)bi} . . . . . . . . . . . . . . . . . . . . . . . . . . . (2)

Where g(.) denotes a known monotonic link function,xi(t) and zi(t) denote the design

vectors for the fixed effects β and bithe random effects, respectively. Therefore, lin-

ear mixed effects models are special case of GLMM, in which β has a marginal inter-

pretation because,Exp(yi j|β ) = Exp(yi j|bi,β ) =Exp(Xi jT β +Zi jT bi) = Xi jT given that

Exp(bi) = 0. This indicates that the marginal mean of Y is a linear model with respect to.

However, this relationship is not generally true when the link function g(.) is nonlinear.

For other distributions in GLMMs,β is generally interpreted as the impact of covariates

on the mean response of a specific subject conditional on the random effects.
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3.4.4 Estimation of Generalized Linear Mixed Effects Model

In the estimation and inference GLMMs to get the marginal distribution of y, we integrate

the joint density of (y,bi) on bi. The likelihood functions of

β ,ϕ and D is evaluated by integrating the conditional probability distribution over bi.

Where bi ∼MVN(0,σ2b) and specifically we have;

L(β ,φ ,D)=∏
n
i=1
∫

f (yi|bi) f (bi)dbi . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . (3)

Maximum likelihood estimates can be obtained by maximizing the above equation (3).

Because the integration is intractable, several numerical procedures have been proposed to

approximate the integral. Broadly, inference for GLMMs can be conducted either through

approximations of the likelihood or with Bayesian methods. Approximations of the like-

lihood either focus on approximating the integrand (the function being integrated) like

penalized quasi-likelihood or try to approximate the integral itself as in Laplace approx-

imation or Gaussian-Hermite quadrature. In practice, there are three likelihood approxi-

mation methods used: - Laplace approximation, adaptive Gaussian-Hermite Quadrature,

and Penalized Quasi-Likelihood. These three likelihood-based methods are based on of

Laplace’s method for approximation, but alternatives such as the hierarchical likelihood

introduced by Lee and Nelder [84] have been proposed.

Then in this study both Laplace approximation and Penalized Quasi-Likelihood Penalized

quasi-likelihood approximation are used to estimate the GLMM . The glmer function in

the R package {lme4} uses the Laplace approximation to do GLMM regression as the

default method, and if setting the argument nAGQ to some positive integer, then it will

evaluating the adaptive Gauss-Hermite approximation to the log-likelihood and nAGQ is

the number of points per axis for the approximation. PQL is the fastest and most flexible

approach for estimating GLMMs. The number of random effects and their structure are

not as restricted as in AGHQ and should have asymptotic properties as the sample size

increase Breslow and Clayton [85]. Though the fastest, it is the least accurate of the

common likelihood-based methods, especially with small datasets [86]. The glmmPQL()

function works by repeated calls to lme in the R package {lme4} uses the Laplace ap-

proximation to do GLMM regression as the default method so package nlme should be

loaded at first use if necessary.
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3.5 Survival Data Analysis

Survival analysis or time-to-event data analysis refers to statistical methods for time-to-

event data. An event time, or survival time, is defined as the time from an initial event

such as diagnosis of a disease to the occurrence of an event of interest such as death.

The most important characteristic that distinguishes the analysis of survival times from

other areas in statistics is censoring, which refers to a situation where the event time of

interest is only partially known. Censoring occurred when we have some information

about individual survival time, but we do not know the survival time exactly there are

many types of censoring including right-censoring, left-censoring, interval censoring, and

double censoring [50].Commonly used quantities to characterize an event time T include

the survival function and hazard function defined by:-

Survival function:-;S(t) = P(T > t) for any t, it is the probability that the event will

occur after time t (survival beyond time t).

Hazard function:-

lim
∆t→∞

P(t ≤ T +∆t/T ≥ t)
∆t

;is the instantaneous failure rate at time t or the force of mortality Nelson & Plosser [51]

indicating how likely a subject who has not experienced the event prior to time t will

experience the event in the next instant. The survival also can be expressed in terms of

the risk function as:- S(t) = exp(−λ (t)) = exp[
t∫

0
λ (t)dt];

Where λ (.) is known as the cumulative risk (or cumulative hazard) function that describes

the accumulated risk up until time t. Function H(t) also can be interpreted as the expected

number of events to be observed by time t. When we are interested in estimating these

two functions or any other characteristic of the event time distribution, from a random

sample at hand, censoring must be taken into account. In particular, we let Ti denote the

observed event time for subject i, defined as the minimum of the true event time and the

censoring time Ci . We also introduce the event indicator δi = I (T ∗ ≤ Ci) that takes the

value 1 if the observed event time corresponds to a true event time and 0 otherwise, where

I (.) denote the indicator function. In general, in survival analysis, we are interested in

estimating characteristics of the distribution of using only the available information, i.e.,
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using {Ti,δi} . The censoring used in this paper is right censoring. Survival time is said to

be right censored when it is recorded from its beginning to a defined time before its end

time.

In reality right censoring can occur due to the following reasons:

• Death from unrelated causes

• Loss of follow-up

• Termination of study

Due to censoring observation, various statistical methods for failure data are devel-

oped. These are:-

1. Non-parametric Methods: (Kaplan-Meier method, log-rank test):- These meth-

ods are said to be non-parametric methods since they require no assumptions

about the distribution of survival time.

2. Semi-parametric method (Cox Proportional Hazard (PH) model, Accelerated

failure model):- This model, also known as the Cox regression model, makes

no assumptions about the form of λ0 (t) (non-parametric part of model) but

assumes parametric form for the effect of the Predictors on the hazard (para-

metric part of model). The model is therefore referred to as a semi-parametric

model.

3. Parametric model (PH model and AFT model). In this section, we will intro-

duce parametric model, in which specific probability distribution is assumed

for the survival times Cox PH model is the most common approach for model-

ing survival data. Parametric AFT model provides an alternative to PH model

for statistical modeling of survival data Wei-bul when PH assumption fails

[52].

3.5.1 Semi-Parametric (Cox Regression) Model

The non-parametric method does not control for covariates and it requires categori-

cal predictors when we have several prognostic variables, we must use multivariate
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approaches. But we cannot use multiple linear regression or logistic regression be-

cause they cannot deal with censored observations. We need another method to

model survival data with the presence of censoring. One of the very popular mod-

els in survival data is the Cox proportional hazards model, which is proposed by

Cox [49]. Due to the popularity of the Cox model (Cox, 1972) in modern survival

analysis, proportional hazards models (also known as relative risk or relative hazard

models) have prevailed. This model assumes that covariates have a multiplicative

effect on the hazard for an event, and they are formulated as:-

(λ (t|x) =λ 0 (t)exp(β1x1 +β2x2 + . . .+βpxp) = λ0 (t)exp
(

β
′
x

)
. . . .. (4)

Or (log (λ (t|x)) = ( log(λ0 (t))+β1x1 +β2x2 + . . .+βpxp)

Where (λ0 (t) is called the baseline hazard function, which is the hazard function for

an individual for whom all the variables included in the model are zero. Where x =

(x1, x2, . . . ,xp)
′

is the values of the vector of explanatory variables for a particular indi-

vidual, and β
′
= (β1, β2, . . . ,βp)

′
is a vector of regression coefficients.

The corresponding survival functions are related as follows: -

S (t|x) = S0 (t)
exp(∑

p
i βixi) . This model, also known as the Cox regression model, makes

no assumptions about the form of S0 (t) (non-parametric part of model) but assumes para-

metric form for the effect of the predictors on the hazard (parametric part of model).

The model is therefore referred to as a semi-parametric model. The beauty of the Cox

approach is that this vagueness creates no problems for estimation. Even though the base-

line hazard is not specified, we can still get a good estimate for regression coefficients,

hazard ratio, and adjusted hazard curves. The measure of effect is called hazard ratio. The

hazard ratio of two individuals with different covariates x and x∗ is

ĤR = λ0(t)exp( ˆβ ′x)
λ0(t)exp(β̂ ′x∗

) = {∑ β̂ (x− x∗)}

This hazard ratio is time-independent, which is why this is called the proportional hazards

model.
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3.5.2 Proportional Hazard Assumption

The main assumption of the Cox proportional hazards model is proportional hazards. Pro-

portional hazards means that the hazard function of one individual is proportional to the

hazard function of the other individual, i.e., the hazard ratio is constant over time. There

are several methods for verifying that a model satisfies the assumption of proportional-

ity.The proportional hazards (PH) assumption can be checked using statistical tests and

graphical diagnostics based on the scaled Schoenfeld residuals. In principle, the Schoen-

feld residuals are independent of time. A plot that shows a non-random pattern against

time is evidence of violation of the PH assumption. If this assumption is not satisfied by

our data, we can use AFT model instead of PH model.But in this study cox-regression

model is used.

3.5.3 Estimation of Cox Regression Model

In Cox proportional hazards model we can estimate the vector of parameters without

having any assumptions about the baseline hazard λ0 (t) . The full likelihood for right

censored data can be constructed as:- L(β ) = ∏
n
i=1 λ (ti,X ,β )δiS(Ti,X ,β ) . . . . . . . . . . . .

. . . . . . . . . (5)

L(β ) = ∏
n
i=1 λ0(ti)exp(β T Xi)

δiS0(ti)expβ T xi) . . . . . . . . . . ........ . . .(6)

Where; δi = an indicator of censoring for the ith individual given by 0 for censored and 1

for event, X = a vector of covariates for individual i (x1, x2, . . . .,xp ).

λ (ti,X ,β ) = λ0 (ti) exp ( β
′
xi ) is the hazard function for individual i.

S (ti,X ,β ) = S0 (ti)
exp
(

β
′
xi

)
is the survival function for individual i. It follows that un-

der the relative risk (cox) model the distributional assumptions for T ∗i are hidden in the

specification of the baseline hazard function. However, Cox (1972) showed that estima-

tion of the primary parameters of interest, namely β , can be alternatively based on the

partial log-likelihood function;

pl(β ) = ∑
n
i=1 δi[β

T Xi− log{∑Tj>Ti
exp(β T Xi)}] . . . . . . . . . . . . . (7)

Which that does not require specification of λ0 (.) , that is, without having to specify the
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distribution of T ∗i . Even though this is not equivalent to a full log-likelihood, it can be

treated as such. In particular, the maximum partial likelihood estimators are found by

solving the partial log-likelihood score equations:-

∂pl(β )
∂β T = ∑

n
i=1 δi{Xi−

∑Tji
Xiexp(β T Xi)

∑Tji
exp(β T Xi)

}= 0 . . . . . . . . . . . . .(8)

The function used to fit Cox models is coxph (), which has two main arguments; the

formula argument that specifies the relationship between the observed failure times and

covariates, and the data argument that specifies the data frame that contains these vari-

ables. In the left-hand side of the formula argument, function Surv() is used to specify

the available information for the failure times, that is the observed failure times and the

type of censoring (i.e., right, left, interval, and counting).The primary R package for the

analysis of event time data is the survival package [56]. To load this package we use the

command library (”survival”). A comprehensive list of other packages in CRAN related

to survival analysis is available from the CRAN Task View; Survival Analysis [57].

3.6 The Joint Modeling Structure

An important area that fosters development of joint models is survival analysis with time-

dependent covariates. Joint analysis is an elegant approach to model the association be-

tween time-dependent covariates and the event of interest when the covariate trajectory is

not completely observed and subject to measurement error and/or biological variation.

When primary interest is in the association between such endogenous time-dependent

covariates and survival, an alternative modeling framework has been introduced in the

literature, known as the joint modeling framework for longitudinal and time-to-event

data [58].The design followed by package JMbayes requires to first separately fitting a

generalized linear mixed model for the longitudinal part and a Cox-PH model for the

survival part.
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3.6.1 The Longitudinal Sub Model

Let us assume a panel data context with repeated measurements over time, where yi j(t)

denote the observed responses for the ith subject, recorded in specific time interval points

given the vector bi of random effects for the ith subjects, We assume that each subject is

associated with a vector of random coefficients bi. Then in this study we that assume that

the observed measurements on this individual derived from a counting process generated

by an exponential family EF distribution, yi(t)|bi ∼ EF(Ψi(t),ϕ), with probability mass

function:-

Py{yi(t)|bi;ψi(t),ϕ}= exp(ϕ−1[yi(t)ψi(t)−bψi(t)]+ c(yi(t),ϕ)) . . . . . . .. (9)

Here, b(· ) and c (· ) are known functions, ψi and ϕ are termed the canonical and scale pa-

rameters, respectively. Based on the theory of exponential families, the conditional mean

and variance of yi j are E(yi(t)|bi) = µi(t) = b′(ψi(t)) and V (yi(t)|bi) = σ2(t) = ϕb”ψi(t)

[60].In this study, the subject-specific count responses is observed within a specified time

interval.Modeling the count data is more relevant than working with the raw counts, thus

considering the expected longitudinal outcome µi in terms of counts per time unit. Dif-

ference from linear mixed effects models, GLMMs model the mean of y through a one-

to-one continuous differentiable transformation ηi j = g(µi j) and assume that the trans-

formed mean is characterized by a linear model.The most common choice for modeling

panel count data is a logarithmic link, which ensures positive outcomes and provides a

straightforward interpretation of the estimated regression parameters:-log{µi(t)}= ηi(t) = Xi(t)β +Zi(t)bi

E{yi(t)|bi}= µi(t) = exp{ηi(t)},bi ∼MV N(0,Dq+1)

. . . . . . . . .(10).

T hetermsxi(t)T and zi(t)T denote the row vectors of the fixed and random design ma-

trices, respectively, while β = (β1,β2, . . . . . . ,βp)
T and bi = (bi0,bi1, . . . . . . ,biq)

T are the

corresponding fixed-effects and random-effects vectors. The random effects allow for the

expression of individual deviations from the overall trend, and in most cases they can

be assumed to follow a multivariate normal distribution with zero mean and unspecified

variance-covariance matrixes. The basic option for modeling panel counts in equation

(11) were considered a Poison mixed model, defined as:-
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yi(t)|bi ∼ Poisson{µi(t)},µi(t)≥ 0

µi(t) = exp{ηi(t)}= exp{XT
i (t)+ZT

i (t)bi}

py{yi(t)|bi; µi(t)}= exp{−µi(t)}µi(t)yi(t)

yi(t)!
. . . . . . . . . . . . . . . (12)

The Poison mixed model allows for robust parameter estimates, even if the underlying

distribution is not true, provided that the expectation is correctly specified [61].However,

the observed response usually has a variance greater than the mean, so the longitudinal

outcome will be affected by over dispersion.

Although there are several alternative models for dealing with the over dispersion related

to correlated counts, the Negative Binomial mixed model appears in the literature as being

the most natural choice [62].The Negative Binomial distribution for longitudinal data can

be easily derived from the Poison distribution by placing a multiplicative gamma random

noise εi in the conditional mean response. Such, latent variable is defined in terms of

shape and rate parameters by εi(t)∼ γ(k,k),k > 0 with E(εi(t)) = 1 and Var(εi(t)) = 1
k ,

so that the longitudinal counts are modeled by yi(t)∼ Po(εi(t)µi(t)). The Poisson-gamma

mixture has a closed-form solution, leading to a Negative Binomial mixed model with dis-

persion parameter κ . The marginal mean response can related to the fixed and random

effects using logarithmic link:-

yi(t)|bi ∼ NB{µi(t),k},µi(t)≥ 0,k ≥ 0

µi(t) = exp{ηi(t)}= exp{XT
i (t)+ZT

i (t)bi}

py{i(t)|bi; µi(t),k}= γ{k+yi(t)}µi(t)yi(t)KK

γ(k)yi(t)!{µi(t)+k}k+yi(t)

E{yi(t)|bi}= µi(t);V{yi(t)|bi}= µi(t)+
µi(t)2

k

. . . . . . . . . (13)

Where denotes the gamma function. The NB distribution has the general canonical form

of the exponential family equations for any fixed k. Note that the NB distribution can

actually be understood as an extension of the Poison distribution when over dispersion

is accounted for by parameter κ , since it can be proven that NB converges to Poison as

k−→ ∞ [63].
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3.7 The Survival Sub Model

This measures the association between the longitudinal marker level and the risk for an

event, while accounting for the special features of the former. To achieve this we introduce

the term mi(t) that denotes the true and unobserved value of the longitudinal outcome at

time t. Note that mi(t) is different from mi(t), with the latter being the contaminated with

measurement error value of the longitudinal outcome at time t. To quantify the strength

of the association between mi(t) and the risk for an event, a straightforward approach is to

postulate a relative risk model where; mi(t) = mi(s),0 < S < t.This indicates the history

of the true unobserved longitudinal process up to time point t.λi(t|mixi) = limdt→0
{pr(t≤T ∗<t+dt|T ∗≥t,mi(t),xi)}

dt

λ0(t)exp{γT Xi +αmi(t)}, t > 0
. . . . . . . . . . . . . . . (14).

where;λ0(t) denotes the baseline risk function,Xi is a vector of baseline covariates (such

as a treatment indicator history of diseases, etc.),γ is a corresponding vector of regression

coefficient similarly and α quantifies the effect of the underlying longitudinal outcome to

the risk for an event. exp(α) denotes the ratio of hazards for one unit change in xi j at

any time t,exp(γ) denotes the relative increase in the risk for an event at time t that results

from one unit increase in mi(t) at the same time point.

In particular, using the known relation between the survival function and the cumulative

hazard function, we obtain that:-

Si(t|Mi(t),Xi) = pr(T ∗i > t|Mi(t),Xi)

= exp(
∫ t

0 λ0(s)exp{γT Xi +αmi(s)}ds
. . . . . . . . . . . . . . . . . . (15)

This implies that the corresponding survival function depends on the whole covariate

history m(ti) . However, within thejoint modeling framework it turns out that following

such a route may lead to an underestimation of the standard errors of the parameter esti-

mate [59]. To avoid such problems we were explicitly define λ0 (.). A standard option

is to use a risk function corresponding to a known parametric distribution. In the survival

analysis context, typically used distributions include the Weibull, the log-normal and the

Gamma.
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Alternatively, and even more preferably, we can option for a parametric but flexible spec-

ification of the baseline risk function. Several approaches had been proposed in the lit-

erature to flexibly model the baseline risk function. For instance, Whitmore and Killer

(1986) used step-functions and linear splines to obtain a non-parametric estimate of the

risk function, Rosenberg (1995) utilized a B-splines approximation, and Herndon and

Harrell (1996) [80] used restricted cubic splines. Two simple options that often work quite

satisfactorily in practice are the piecewise-constant and regression splines approaches.

Under the piecewise-constant model, the baseline risk function takes the form:-

λ0(t) = ∑
Q
q=1 ξ I(Vq−1 < t ≤Vq)

where 0 = v0 < v1 < · · ·< vQ denotes a split of the time scale, with VQ being larger than

the largest observed time, and ζq denotes the value of the hazard in the interval |Vq−1,Vq|

.As the number of knots increases the specification of the baseline hazard becomes more

flexible. In the limiting case where each interval |Vq−1,Vq| contains only a single true

event time (assuming no ties), this model is equivalent to leaving λ0(.) completely un-

specified and estimating it using nonparametric maximum likelihood. For the regression

splines model the log baseline risk function logλ0(t) is expanded into B-spline basis func-

tions for cubic splines as follows:-

logλ0(t) = k0 +∑
n
d=1 KdBd(t,q)

where kT = (K0,K1, ....km) are the spline coefficients, q denotes the degree of the B-

splines basis functions B(.), and m = m̈+q−1 , with m̈ denoting the number of interior

knots. Similarly to the piece m̈ wise-constant model, increasing the number of knots in-

creases the flexibility in approximating λ0(.). However in both approaches, we should

keep a balance between bias and variance and avoid over fitting. After the number of

knots has been decided, their location is typically based on percentiles of either the ob-

served event times T ∗i ,Ci or only the true event times Ti : T ∗i ≤Ci, i = 1,2, . . . ,n , such that

to allow for more flexibility in the region of greatest density.
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3.7.1 Shared Parameters in the Joint Models

In selection of the models,the event time is associated with the longitudinal data through

yi or the random effects bi. When bi is used to link together yi and Ti, the approach

is referred to as shared parameter models, although bi is a covariate, not a parameter,

in the model for Ti. A more general extension of shared parameter models is proposed

by Henderson [79] is used in this study. It is a latent zero-mean bivariate Gaussian

process Ui(t) = (U1i(t),U2i(t)) is used to characterize the association between Y and T. In

particular, the model is given by;

•g(E(µy)) = X (1)T
i β1 +U1i(ti j) and

•λi(t|U2) = λ0(t)exp(X (2)T
i β2 +U2i(ti j))

Various functional forms have been proposed for the latent processes U1i(t) and U2i(t)).

for example U1i(t) can be b0i or b0i +b1i and etc. where b0i and b1i are random intercept

and slope, respectively, and U2i(t)) can be γU1i(t),γ0b0i + γ1b1i + γ2U1i(t).

3.8 Bayesian Estimation of Joint Models

Before begin estimation the missing data is imputed using Multivariate Imputation by

Chained Equations or mice() function [89] . Function jointModelBayes() in the JM-

bayes fits shared parameter joint models for longitudinal and survival outcomes under a

Bayesian approach. For the longitudinal responses a linear mixed effects model repre-

sented by the lmeObject is assumed.

Unless the user specifies is own probability density function using argument densLong.

A function with arguments y,eta.y,scale,log, and data that calculates the density of the

longitudinal outcome e.y denotes the longitudinal responses,eta.y the linear predictor that

includes the fixed and random effects,scale a possible scale parameter (e.g., the measure-

ment error standard deviation),log a logical argument that controls whether the density

should be calculated in the log scale, and data a data frame which may be used to extract

variables used in the definition of the density function (e.g., a censoring indicator for left

censored longitudinal data).

lmeObject is an object of class ’lme’ fitted by function lme() from package nlme or by
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function glmmPQL() from package MASS. SurvObject is an object of class ’coxph’ fitted

by function coxph() from package survival. The survMod argument of specifies the type

of survival submodel to be fitted; available options are a relative risk model with a Weibull

baseline hazard (default) and a relative risk model with a B-spline approximation of the

log baseline risk function. Bayesian estimation approach has received a lot of attention

for analysing failure time data.

It makes use of ones prior knowledge about the parameters and takes into consideration

the data available. In a situation where the researcher has a previous knowledge or can ob-

tain an information from experts that is closely related to the current study, then a suitable

prior to use is the informative prior if not a non-informative prior will be an alternative to

use by assuming lack of previous knowledge.

And in this study all the standard prior distribution for all parameters which are aided

by Rizopoulos [81] for the JMbayes package is considered. Forexample,the prior mean

vector of the normal prior for the fixed effects of the mixed effects model,the prior mean

vector of the normal prior for the regression coefficients of the survival model,, the prior

precision matrix of the normal prior for the slope association parameter in the survival

model,the prior shape parameter of the Gamma prior for the precision parameter of the

penalty term when baseHaz = ”P-splines”,Wishart prior for the precision matrix of the

random effects,the degrees of freedom of the Wishart prior for the precision matrix of the

random effects.

In many regards the design of package JMbayes is similar to the one of package JM

for fitting joint models under maximum likelihood. In particular, JMbayes has a ba-

sic model-fitting function called jointModelBayes(), which accepts as main arguments a

linear mixed effects object fit as returned by function lme() of package nlme (Pinheiro,

Bates, DebRoy, Sarkar, and R Core Team 2016) or by function glmmPQL() from package

MASS [87], and a survival object fit as returned by function coxph() of package survival

[88].The baseline hazard is by default approximated using penalized B-splines; regression

splines can be instead invoked by appropriate setting argument baseHaz.

Compared to likelihood approaches, Bayesian methods in principle are relatively straight-
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forward to implement. that the expectation is computed numerically through Monte Carlo

simulations by repeatedly drawing random (θ ,bi) samples from its posterior distribution

via Gibbs or Metropolis Hastings samplers.In addition, in Bayesian joint models, the

variance-covariance matrix of model parameters can be estimated as a by-product of the

sampling procedure, so there is no extra burden to compute standard errors. In general,

Bayesian methods are computationally more efficient, when has a high dimension. How-

ever, there are some issues one should be aware of when fitting a Bayesian joint model

[66].The posterior distribution may be improper when improper priors are used, espe-

cially in the no ignorable missing data setting [67].

The model could be weakly identifiable when a no ignorable missing data mechanism is

assumed and thus the inference is quite sensitive to the choice of hyper parameters. Care-

ful considerations are needed when specifying priors to avoid dominating the likelihood

[66]. The computation is usually intensive and MCMC convergence may not be easily

achieved. A detailed discussion of these issues is provided in Ibrahim and Molenberghs

[68]. Let θ = (θy,θt ,θb)
T be the JM full parameter vector that collects the longitudinal

parameters, the survival parameters, and the parameters for the random effects covariance

matrix, respectively. In addition, let denote the information from our original dataset with

n policyholders. Taking advantage of the conditional independence assumption, the over-

all joint likelihood conditioned on the random effects bi can be properly formulated to

tackle right censoring as:-

P(Dn|bi,θ) = ∏
ni
i=1 ∏

ni
j=1 Py{yi(ti j)/bi,θ} pt(Ti,δi/bi,θ)

pr(Ti>ιi/bi,θ)
. . . . . . . . . (16).

Where Py(.) the conditional probability mass function to handle longitudinal rate is counts,

and Pt(.) is the conditional probability density function for the event times. The mean es-

timates of parameters and random effects are then derived by Markov chain Monte Carlo

(MCMC) algorithms, which enable inferences to be made by efficiently drawing a sample

from the posterior distribution of (θ ,bi) conditioned on the observed data:-

π(θ ,bi|Dn) ∝ P(Dn|bi,θ)π(θ ,bi) = P(Dn|bi,θ)pb(b|θ)π(θ) . . . .. . . . . . .(17)

Where,pb(.) is the conditional probability density function of the random effects, and

π(θ) is the prior distribution of θ .
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3.9 Asymptotic Inference and Model Selection for Separate and Joint

Models

Having fitted the longitudinal sub-model, survival sub-model under maximum likelihood

and partial maximum likelihood frame work and joint model under a Bayesian frame-

work, the standard asymptotic likelihood inference tests are directly available. In general,

if we are interested in testing the null hypothesis, we could use:- A Likelihood Ratio Test:

with the test statistic defined as:-

LRT =−2{l(θ̂0)− l(θ)}Where, θ̂0 and θ denote the maximum likelihood estimates un-

der the null and alternative hypothesis, respectively;

A Score Test, with the test statistic defined as:-

U = ST ( ˆθ0){I(θ)}−1S(θ̂0) and,I(.) S(.) and I(.) denotes the score function and the ob-

served information matrix of the model under the alternative hypothesis; or A Wald Test,

with the test statistic defined as:-

W = (θ̂ − θ̂0)
T I(θ̂)(θ̂ −θ0)

Under the null hypothesis, the asymptotic distribution of each of these tests is a chisquared

distribution on p degrees of freedom, with p denoting the number of parameters being

tested. In this case, the likelihood ratio test is generally considered the most reliable and

the Wald test the least reliable. The score and Wald test require fitting the model only

under the null and alternative hypotheses, respectively, whereas the likelihood ratio test

requires fitting the joint model under both hypothesis, and thus it is a bit more computa-

tionally expensive. If there are missing data in the variable we are interested to test for,

then the score test will be more efficient since it requires fitting the model only under the

null and therefore, avoids a case-wise deletion of missing values (i.e., excluding subjects

who have a missing value in the variable of interest.

The three standard tests we have seen so far are only appropriate for the comparison of

two nested models, in the sense that the model under the null hypothesis is a special case

of the model under the alternative. When interest lies in comparing non-nested models,

information criteria are typically used. The main idea behind these criteria is to com-

pare two models based on their maximized log-likelihood value, but to penalize for the

use of too many parameters. The two most commonly used information criteria are the
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Akaike’s Information Criterion (AIC) [69]and the Bayesian Information Criterion (BIC)

[70]. These are included in the output of the anova() and summary() functions, and are

defined as:-AIC =−2l(θ̂ +npara)

BIC =−2l(θ̂)+nparalog(n)
. . . . . . . . . (18)

Where npara denotes the number of parameters in the model. Under these definitions

smaller is better. That is, if we are using either AIC or BIC to compare two models for

the same data, we prefer the model with the lowest value for the corresponding criterion.

To compare both the different longitudinal models and joint models, we focused on the

analysis of the Bayesian deviance term, which in generic form can be expressed as:-

D(θ ,bi) =−2∑
n
i=1 log{P(Dn|bi,θ)} . . . . . . . . . . . . (19)

In particular, we assessed the goodness-of fit of a specific model by using the deviance

information criterion (DIC) suggested by Spiegel halter [71]. This criterion evaluates the

fit of a model by balancing model adequacy with model complexity:-

DIC(θ ,bi) = D(θ̄ , b̄i)+2PD . . . . . . . . . . . . (20)

Thus reinforcing the idea that this criterion takes into account both the adequacy of the

model, assessed through the posterior mean estimate of the deviance, and the number

of parameters required, assessed through the penalty term. The score provided by DIC

serves in general as the basis for ranking the fitted models, where lower scores correspond

to a better model fit. To conclude this section, it is important to point out that the DIC

score obtained for a specific model is not a fixed value, but it can be subject to a certain

amount of random variability due to its dependency on the MCMC output of the model.

Consequently, it will become a key point to get a DIC value derived from a relatively large

number of iterations in the MCMC process before reaching convergence in each of the

JM parameters.

3.10 Variable Selection Criteria

Variable selection has long been viewed as a necessary safeguard for model validity. Vari-

able selection for joint models typically includes the selection of both fixed and random
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effects. The two approaches for variable selection was used in this study to exhaus-

tively compare all possible models based on a predefined criterion were typically an

information-based criterion, such as the Akaike information criteria (AIC) or Bayesian

information criterion (BIC) [68], [69].This approach has been used widely in the last

several decades and a number of statistical tests, such as the likelihood ratio test, Wald-

type test, or score test have been derived for variable selection. The second approach is

the stepwise variable selection method. Although it is computationally more efficient than

the first approach, it does not search the entire model space, thus leaving open the possi-

bility that the true model could be missed. Most notably in this study backward variable

selection method was used for fixed effects and random model and automatic variable

selection using stepwise back ward using stepAIC() R function was used for survival

variable selection.

3.11 Model Checking and Diagnosis

Even though in the above topics have focused on different formulations and several ex-

tensions of joint models when it comes to using these models in practice, a prerequisite

step is to validate the model’s assumptions. In JM we assess convergence using multiple

chains.If parallel chains with varying starting values give the same solution that will in-

crease our confidence for convergence. A simple (informal) method of assessing chain

convergence is to look at the history of iterations using a time series plot. If the chains

show a reasonable degree of randomness between iterations, it signifies that the Markov

chain has found an area of high likelihood and is integrating over the target density and

hence indicating that it has converged.

3.11.1 Residuals for the Longitudinal Models

In the standard linear mixed-effects model, two types of residuals are often used, namely

the subject-specific (conditional) residuals, and the marginal (population averaged) resid-

uals [75]. The subject-specific residuals aim to validate the assumptions of the hierarchi-

cal version of the model. These residuals predict the conditional errors and can be used

for checking the homoscedasticity and normality assumptions. Both types of residuals
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can be used to check the assumptions of the longitudinal part of a joint model as well.

Some basic residuals diagnostic plots are directly available by calling the plot () method

for joint Model objects; the Q-Q plot of the subject-specific residuals, and the marginal

survival and cumulative risk functions for the event process.

3.11.2 Residuals for the Survival Models

A standard type of residuals for the relative risk sub model of the joint model is the martin-

gale residuals. The theoretical framework behind the use of martingales to investigate the

fit of relative risk models has been provided by Barlow and Prentice [76]. The main use

of these residuals is for a direct identification of excess events (i.e., to reveal subjects that

are poorly fit by the model) and for evaluating whether the appropriate functional form

for a covariate interest has been used in the model. An alternative type of residuals for

survival models, related to the martingale residuals, is the Cox-Snell residuals [77]. For

each subject, these are calculated as the value of the estimated cumulative risk function

evaluated at the observed event time

3.12 Ethical Consideration

The research ethics review board of Jimma University would provide an ethical clearance

for the study. The data has been collected after written permeation was obtained from

JMUC that department of statistics write an official co-operation letter to the Hospital for

the permission. The study conducted without informed consent since retrospective study

design has been applied. Confidentiality of any information related to the patients and

their clinical history has been maintained by keeping both the hard-copy and soft-copy

of every collected data in a locked cabinet and password secured computer. Only the

researcher would access to the de-identified data that has been kept in a secure place. All

data has been coded with numbers and hospital numbers and without personal identifiers.

All analysis has been on de-identified and coded data. During the study, there is no contact

between the patients and the researcher. The study is noninvasive and without any harm

to the patients. Then, the data obtained from the hospital has been secured.
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Statistical Software Used

The statistical software used in this study for the data analysis is R version 3.6.3 .
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4 Result and Discussion

4.1 Descriptive Statistics

The data for this study consists of 257 patients who are bipolar disordered individuals

under psychiatric follow up from first, September, 2018 to first, January, 2020 in JUMC.

Among the total bipolar disordered individuals during the time period 116(45.1%) of them

are faced symptomatic recovery whereas 141(54.9% ) of them are censored .

As observed from the table 4.1 below, 100(38.9% ) are females and 63(24.5% ) of them

have not recovered whereas 37(14.4% ) of them are show symptomatic recovery and

157(61.1% ) are males and 77(30.4%) of them have not recovered whereas 79(30.7% )

of them were show symptomatic recovery. Majority of bipolar disorders 128(49.8%) are

found between 26-49 age category and 67(26.1% ) of them have not recovered whereas

61(23.7% ) of them are show symptomatic recovery. Many of bipolar disorders 145(56.6%)

are single in marital status and 90(35.2% ) of them were not recovered whereas 55(21.5%

) of them are show symptomatic recovery compared to other marital categories. Based on

relapse status of bipolar disorders, patients who are not faced event of relapse before study

are 66(25.7%) and more likely to face event of recovery relative to those who had faced

event of relapse before the study 50(19.5%). Many of bipolar disorders have faced first

the bipolar disorder at their adolescence age 119(46.5%) relative to other age categories

and 62(24.2%) of them have not recovered whereas 57(22.3%) of them have recovered.
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Table 4.1: Frequencies and percentages for the baseline covariates with the recovery status

of bipolar disordered patients.

Recovery status

Variable Names Category Censored Events Total

Sex Female 63(24.5% ) 37(14.4% )100(38.9% )

male 77(30.4%) 79(30.7%) 157(61.1%)

Age 1-19 12(4.7%) 2(0.8%) 14(5.4%)

20-25 61(23.7% ) 50(19.5%) 111(43.2%)

26-49 67(26.1%) 61(23.7%) 128(49.8%)

50 and above 1(0.4%) 3(1.2%) 4(1.6%)

Marital status Single 90(35.2%) 55(21.5%) 145(56.6%)

Married 31(12.1%) 44(17.2%)) 75(29.3%)

Divorced 17(6.6%) 15(5.9%) 32(12.5%)

Widowed 3(1.2%) 1(0.4%) 4(1.6%)

Event of relapse No 69(26.8%) 66(25.7%) 135(52.5%)

Yes 72(28%) 50(19.5%) 122(47.5%)

First onset age Childhood 41(16%) 21(8.2%) 62(24.2%)

Adolescent age 62(24.2%) 57(22.3%) 119(46.5%)

Adult age and above 38(14.8%) 37(14.5%) 75(29.3%)

Types of episodes Manic episodes 80(31.6%) 73(28.9%) 153(60.5%)

Mixed episodes 41(16.2%) 20(7.9%) 61(24.4%)

Depressed episodes 19(7.5%) 20(7.9%) 39(15.4%)

Family history of Mental illness No 82(31.9%) 81(31.5%) 163(63.4%)

Yes 52(21.1%) 35(14.2%) 87(35.2%)
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Substance abuse No 83(33.6%) 77(31.2%)160(64.8%)

Yes 59(23%) 35(13.6%) 94(36.6%)

Religion Muslim 99(38.5%) 49(19.1%)148(57.6%)

Orthodox 22(8.6%) 44(16.3%) 64(24.9%)

Protestant 17(6.6%) 18(7%) 35(13.6%)

Other’s 2(0.8%) 7(2.7%) 9(3.5%)

Chewing khat No 73(29%) 67(26.6%)140(55.6%)

Yes 68(27%) 44(17.5%)112(44.4%)

Educational level Tenth and below 75(33.5%) 50(22.3%)125(55.8%)

Above tenth and diploma 30(13.4%) 34(15.2%) 64(28.6%)

Degree and above 21(9.4%) 14(6.2%) 35(15.6%)

Bipolar type Type-I 108(42%) 96(37.4%)204(79.4%)

Type-II 33(12.8%) 20(7.8%) 53(20.6%)

Ethnicity Oromo 127(49.4%)96(37.4%)223(86.8%)

Amhara 7(2.7%) 11(4.3%) 16(6.2%)

Others 7(2.7%) 11(4.3%) 16(6.2%)

Employment No 117(47.8%)73(29.8%)190(77.6%)

Yes 23(9.4%) 32(13.1%) 55(22.4%)

Other cofactors No 55(21.4%) 76(29.6%) 131(51%)

Yes 86(33.5%) 40(15.6%) 126(49%)

Many of bipolar disorders with manic type of episodes are 153(60.5%) and 80(31.6%)

of them have not recovered whereas 73(28.9%) of them have recovered relative other

types of episodes. Of the total bipolar disorder, high number of patients 223(86.8 %)

are Oromo by ethnicity and 127(49.4%) of them have not recovered whereas 96(37.45)

of them have recovered and 16(6.2%) of them are Amhara of which 7(2.7%) have not
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recovered whereas 11(4.3%) have recovered. The other ethnicities are 16(6.2%) of which

7(2.7%) of them have not recovered whereas 11(4.3%) of them have recovered.

Without considering the censoring status of the bipolar disordered individuals, the average

number of bipolar symptoms the patient have with their standard deviation at each time

point in months is reported as table 4.2 below. It shows that mean burden of bipolar

symptoms the patient have faced at base line time is 9.76 and in general it is decreasing

over time in month. From the standard deviation of burden of bipolar symptoms we

observed that there is high variation in between study time point that small variation at

baseline time and end time of study.

Table 4.2: Mean of Burden of bipolar symptoms with its standard deviation over time

point in months.

Time Mean std.deviation Time Mean std.deviation Time Mean std.deviation

0 9.76 4.74 5 5.64 3.76 9 2.55 3.14

1 8.05 3.38 5.25 8 – 9.5 3.93 8.22

2 7.39 4.87 5.5 3.23 3.06 10 2.28 4.12

2.5 7.79 6.33 6 4.5 4.75 10.5 1.25 3.58

3 6.74 6.14 6.5 4.68 8.72 11 1.96 3.96

3.5 6.83 17.77 7 3.76 4.23 11.5 4 –

4 5.23 4.48 7.5 2.32 6.67 12 1.67 1.33

4.5 6.17 11.67 8 3.17 3.69 13 1.67 1.33

4.75 3.8 – 8.5 4.77 8.86 14 0.33 0.33

From the above table we can see that the mean burden of bipolar symptoms at the baseline

and the first month of bipolar disorders decreases by (8.05-9.76) = 1.71 amount.
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4.2 Results Using Separate Models

The data is analyzed separately first using longitudinal and survival models described in

Section 3.4.1 and 3.5. This is important for the fully specification of the mean response

of the model and determine the random effects and fixed effects to be included in the

longitudinal sub model, and to identify the covariates that have a contribution on the

hazard of an event in the survival sub model and also to provide initial values for the joint

analysis.

4.2.1 Separate Analysis of the Longitudinal Data

Before directly going to the analyzing, first the data exploration is conducted for the

longitudinally measured burden of bipolar symptoms that obtained by counting number

of symptoms the patient shows during each observation time.

4.2.2 Exploring Individuals Profile and the Mean Structures

Exploratory analysis of longitudinal data seeks to discover patterns of systematic variation

across groups of patients, as well as aspects of random variation that distinguish individual

patients.

Figure 4.1 on the left hand side below indicates the individual profile plot of 16 randomly

selected individuals with burden of bipolar symptoms. It indicates within and between

subjects variability on burden of bipolar symptoms over time. Close inspection of the

shapes of the burden of bipolar symptom profiles indicates that for some individuals,

these seem to be nonlinear.Therefore, during fitting later in JMbayes,regression splines

is required to estimate the baseline relative risks. Whereas on the right hand side, is the

overall individual curves with loess smoothing technique suggest the linear growth effect

in the mean structure of burden of bipolar symptoms over time. Therefore the linear time

effects should include as fixed-effects and random effects in the model.And also indicates

the mean burden of bipolar symptoms is decreasing over time.

Exploring the Mean Structure, to understand the possible relationships among the burden
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Figure 4.1: individual profile plot of 16 random sampled individuals and overall individ-

ual profile plot with loess curve over time.

of bipolar symptoms means over time, a plot of a line connecting the average values

computed at each time point likes the Figure 4.2 below. Then mean structure plot suggests

that the mean burden of bipolar symptoms profiles have a nonlinear growth over time.

Figure 4.2: Mean of Burden of bipolar symptoms over time in months

.
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4.2.3 Generalized Linear Mixed Effect Model Result

From the individual profile plots and mean structure exploratory analysis, linear and

quadratic time effects seem to be useful in modeling the random effects. Then the gener-

alized linear mixed model is built within two stages in which the first stage involves fitting

generalized linear regression models which only considers within variability of the sub-

jects and an appropriate fixed effect for the outcome variable based on the AIC values of

the fitted candidate GLM. Therefore let yi j is the burden of bipolar symptoms the patients

have faced at each time ti j , i=1, 2. . . N, j=1, 2,. . .,ni. where , Yi j = (yi1,yi2.....,yi j) and

ε ∼ N(0.Di j) . Then generalized linear model is first fitted by Poisson model and if over

dispersion is observed Negative Binomial distribution is appropriate. The fitted model

in the table 5.1 explain the burden of bipolar symptoms by accounting only the between

variability of the bipolar disordered patients.The variables are selected based on Akaike

information criteria. we see that dispersion parameter for poison distribution taken to be

1 and We also see that the residual deviance is equal to the degrees of freedom, so that we

have not over-dispersion. that indicates there is not over dispersion. This means variance

of the poison distribution is equal to its mean. Then the poison distribution is appropriate

for this study to fit both GLMM .

To have an appropriate generalized linear mixed model the selected fixed effects are fitted

with different random effects starting with only random intercept up to random intercept;

linear and quadratic slopes. Indeed; the final appropriate generalized linear mixed model

is selected with smallest AIC and BIC of the fitted models. The summaries of fitted dif-

ferent GLMM using glmer() function in nlme4 package by considering different random

effects are reported on the table 4.3 below.

As reported on table 4.3 below seven generalized linear mixed models are fitted with dif-

ferent time random effects starting from random intercept to random intercept; linear and

quadratic time slopes using Laplace approximation. Of the seven fitted GLMM, random

linear slope time effect is selected as best time random effect with small 8494.9 AIC and

8663.5 BIC values and based significance value of chi-square test.

Then bi1 is the selected random linear time slope for count burden of bipolar symptoms,
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Table 4.3: : AIC and BIC value of the fitted generalized linear mixed effects model by

considering different random effects.

Random affects AIC BIC Pr(>Chisq)

Random intercept only 8615.3 8772.7 –

Random linear slope 8494.9 8663.5 0.000

Random intercept and linear slope 8598.6 8750.3 1.000

Random intercept and quadratic slope 8494.9 8663.5 1.000

Random linear and quadratic slope 8494.9 8663.5 1.000

Random intercept, linear and quadratic slope 8494.9 8663.5 1.000

that the model assumes the subject specific linear time trend in the underlying trajectory

of burden of bipolar symptoms, affect the hazard of symptomatic recovery. After the

appropriate random effect is selected for GLMM an appropriate covariates are selected

among the selected fixed effects of the fitted generalized linear model for the optimality

of the generalized linear mixed model. Then final appropriate GLMM for the longitudi-

nal separate model is fitted using both Laplace approximation which use (In R: glmer()

in (package lme4)) and then Penalized quasi-likelihood approximation which use (In R:

glmmPQL() in (package MASS)) as reported in the table 4.4 below.

The independence and normality assumption diagnosis of the random effects was checked

by using residual versus fitted value and quantile-quantile plots shown in Appendix part

of figure 5.12 and the plots show no problems of the normality assumptions. From the

selected generalized linear mixed model in table below, we can see that the estimated

parameter for both estimation methods is nearly the same. But we discuss the about the

significant parameters using penalized quasi-likelihood estimation since it is applicable in

Joint model estimation later using JMbayes() package in R.

The parameters intercept term, religion, other cofactors, event of relapse, interaction be-

tween linear time and event of relapse, interaction between linear time and other cofactors
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and the interaction between substance abuse and chewing khat have a positive significant

effect on the log expected of burden of bipolar symptoms at 95% confidence level. Where

the parameters linear time in month, age and the interaction between linear time in month

and first onset have a negative significant effect on the log expected burden of bipolar

symptoms at 95% confidence level.

β0=2.313 estimated parameter for intercept, indicates that an expected log burden of bipo-

lar symptoms during the first follow up time.β1 = - 0.245 time in month, indicates that

for one unit increase in time in month, the log expected burden of bipolar symptoms de-

creases by 0.245 taking other factors constant.

β23= 0.256 protestant religion, it is the log expected difference in burden of bipolar symp-

toms between protestant religion and Muslims (reference). It indicates that the log ex-

pected burden of bipolar symptoms for Protestant religion was 0.2256 greater than Mus-

lim religion when other covariates remain constant.β24 = 0.243 other religions, it was

the log expected difference in burden of bipolar symptoms between other religions and

Muslims (reference). It indicates that the log expected burden of bipolar symptoms for

other religions is 0.225 greater than Muslims when other covariates remain constant.β34

= - 0.586, 50 and above age groups, it indicates that the log expected difference in burden

of bipolar symptoms between 50 and above age group and 19 and below age groups. It

indicates that the log expected burden of bipolar symptoms for 50 and above age group is

0.586 less than 19 and below age group when other covariates remain constant.

β71=0.151 event of relapse, it is the log expected difference in burden of bipolar symp-

toms between those who face event of relapse and those patients who do not face event of

relapse ever. It indicates that the log expected burden of bipolar symptoms for those who

faced event of relapse is 0.151 greater than those do not faced event of relapse when other

covariates remain constant. β11= -0.029, interaction between time in month and adult age

first onset of bipolar disorder, It indicates that the log expected burden of bipolar symp-

toms for the interaction between time in month and adult age first onset of bipolar disease

is 0.029 less than the childhood first onset of bipolar diorder when other variables remain

constant.
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β12 = 0.049 the interaction between linear time in month and event of relapse, it indictes

the log expected difference in burden of bipolar symptoms between the interaction of lin-

ear time in month and event of relapse realative to those patients who do not face event

of relapse ever and time interraction. It indicates that the log expected burden of bipo-

lar symptoms for the interaction of time in month and event of relapse is 0.049 greater

than those did not face event of relapse and time interaction when other covariates remain

constant.β14 = 0.049 the interaction between linear time in month and existence of other

cofactors, it was the log expected difference in burden of bipolar symptoms between the

interaction effect of linear time in month and other cofactors and no other cofactors. It

indicates that the log expected burden of bipolar symptoms for the interaction between

time in month and other cofactors is 0.049 greater than no other cofactors when other

covariates remain constant.

β15 = 0.150 the interaction between substance abuse and chewing khat , it is the log

expected difference in burden of bipolar symptoms between the interaction of substance

abuse and chewing khat and not chewing. It indicates that the log expected burden of bipo-

lar symptoms for the interaction of substance abuse with chewing khat is 0.150 greater

than those who are not chewing khat when other covariates remain constant.

The σb0 and σb1 are 0.148 and 0.068 respectively and indicates the heterogeneity in the

longitudinal measurement of the burden of bipolar symptoms that must be accounted for.
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Table 4.4: : The final selected GLMM and estimated parameters with their 95% confi-

dence interval
Laplace approximation Penalized quasi-likelihood

Fixed effects coeff(β ) 95% CIs coeff(β ) 95% CIs

β0 2.343 [2.207, 2.479]∗ 2.313 [2.172,2.454]∗

β1 -0.232 [-0.260,-0.203]∗ -0.245 [-0.272,-0.218]∗

β22 0.031 [-0.040, 0.102] 0.044 [-0.031, 0.119]

β23 0.218 [0.129,0.308]∗ 0.256 [0.161, 0.350]∗

β24 0.190 [0.052, 0.328]∗ 0.243 [0.099, 0.387]∗

β32 -0.151 [-0.273, -0.028]∗ -0.103 [-0.236, 0.028]

β33 -0.157 [-0.295, -0.018]∗ -0.124 [-0.273, 0.023]

β34 -0.525 [-0.773, -0.278]∗ -0.586 [-0.823,-0.350]∗

β41 -0.008 [-0.080, 0.063] -0.008 [-0.075, 0.059]

β51 0.031 [-0.060, 0.123] 0.045 [-0.046, 0.059]

β62 0.021 [-0.066, 0.109] 0.003 [-0.081, 0.087]

β63 0.037 [-0.069, 0.145] 0.083 [-0.021, 0.187]

β71 0.181 [0.102, 0.260]∗ 0.151 [0.075, 0.228]∗

β81 0.044 [-0.041,0.130] 0.015 [-0.075,0.106]

β91 -0.049 [-0.121, 0.022] -0.045 [-0.121, 0.031]

β10 0.027 [0.001, 0.054] 0.026 [0.0002, 0.053]

β11 -0.014 [-0.043, 0.014] -0.029 [-0.058,-0.0003]∗

β12 0.041 [0.017, 0.064]∗ 0.049 [0.026, 0.071]∗

β13 -0.128 [-0.235, -0.02]∗ -0.046 [-0.159, 0.066]

β14 0.042 [0.017, 0.066]∗ 0.049 [0.025, 0.073]∗

β15 0.192 [0.070, 0.314]∗ 0.150 [0.025, 0.276]∗

Random effects Random effects

σb0 0.000 – 0.148 [0.121, 0.182]

σb1 0.053 – 0.068 [0.058, 0.081]

AIC= 8611.9

Where;β0 = intercept,β1 = timeinmonth,β22 = religion(orthodox),
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β23 = religion(protestants),β24religion(others),β32 = age(20−25),β33 = age(26−49),β34 =

age(50andabove),β41 = otherco f actors(yes),β51 = substanceabuse(yes),β62 = f irstonset(adolescenceage),β63 =

f irstonset(adultageandabove),β71 = evento f relapse(yes),

beta81 = f amilyhistoryo f mentalillness(yes),β91 = chewingchat(yes),

β10 = β1∗β62,β11 = β1∗β63,β12 = β1∗β71,β13 = β71∗β81,β14 = β1∗β14,β15 = β51∗β91
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4.2.4 Separate Survival Data Analysis

4.2.5 Kaplan-Meier Survival Function Estimates

The most common-parametric technique for modeling the survival function is the Kaplan-

Meier estimate. The Kaplan-Meir estimated median value that the half of the bipolar

disorders experiences the event was 9 months. It was applied to estimate the survival

curves for categorical covariates and the estimated survival probability curve of some

selected categorical covariates; which is displayed in the following figures:-

From the figure 4.3, we can see that those single individuals has highest probability curve

of time to recovery. The divorced individual has the lowest probability curve of time to

recovery relative to marital status of other groups. The patients who faces event of relapse

has high probability curve of time to recovery relative to those who do not faced event

of relapse. The patients who are substance abuse have higher time to recovery relative to

those who do not use substance abuse. The patients who had faced event of relapse before

had higher time to recovery relative to those who had not faced any event relapse.To test

the significance difference of the plotted curves by different covariates the log rang tested

were employed and the result of log rank test was reported as table below. The hypothesis

in Log-Rank Survival Estimates is as follows: H0: Survival curve for all groups are the

same vs H1 Survival curve for all groups are different.

As indicated on log rank test of each covariate on table above there is a significance

difference in survival probability curve by Family history of mental illness; religion; age;

event of relapse; other factors and substance abuse of patients since the computed P-value

of log rank test statistics for these covariates are less than 5% significance level where

as there is no significance difference in survival probability curve by sex; freestones;

chewing; ethnicity ;marital status ;employment and bipolar type covariates since the p-

value of the computed log rank test statistics for these covariate groups are greater than

5% significance level.
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Figure 4.3: Estimated Kaplan-Meier survival curve substance abuse, type of episodes,

marital status and substance abuse the of patients.

.

4.2.6 Result of Cox-regression Model

To determine the variables to be included in the survival model, an automatic variable

selection method stepAIC in R using backward elimination method is applied. Regardless

of the survival time distributions,Covariates selected are first onset; religion; bipolar type;

substance abuse; age and event of relapse are extracted to be included in the model. In

the joint modeling cox regression is used as default in in the JMbayes package using

jointModelBayes() function when regression splines are used to estimate the baseline
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hazards.

Table 4.5: :The estimated parametes for cox regression model models with their 95% CI

Cox PH

Covariates Estimated values P-value 95 % CIs

Intercept — —

(maritalstatus)2 -0.025 0.567 [-0.656 ,0.605]

(maritalstatus)3 0.905 0.021 [0.208 ,1.601]

(maritalstatus)4 0.203 0.530 [-1.196,1.604]

(religion)2 0.287 0.337 [-0.226,0.802]

(religion)3 -0.065 0.959 [-0.746,0.615]

(religion)4 1.488 0.011 [0.438,2.539]

(age)2 2.046 0.006 [0.675,3.416]

(age)3 1.504 0.107 [-0.092,2.915]

(age)4 3.662 0.001 [1.619,5.704]

(eventofrelapse)1 -1.132 0.000 [-1.651,-0.613]

(bipolartype)1 -0.836 0.013 [-1.504 ,-0.167]

(typeofepisodes)2 -0.542 0.104 [-1.111, 0.026].

(typeofepisodes)3 0.925 0.024 [0.264, 1.586]

(substanceabuse)1 -0.892 0.003 [-1.423,-0.361]

AIC Null model =1187.26 Full model =726.49

From the table 4.5 , the covariates marital status,religion,age,event of relapse, bipolar type

,types of episodes and substance abuse are significantly affect the time to symptomatic re-

covery of bipolar disorder.
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4.3 Result Using Joint Model

In this study, the ”param” specifies the association structure between the longitudinal and

survival processes. The ”shared-RE” association structure is used in which only the ran-

dom effects of the generalized linear mixed model are included in the linear predictor of

the survival submodel. And the GLMM is obtained by using argument densLong, since

the response variable for this study is count and follows Poisson distribution follows.

glmmPQL() function from MASS package is used to generate GLMM using penalized

quasi-likelihood. glmmPQL () works by repeated calls to lme, so package nlme should

be loaded at first use if necessary. Based on the GLMM that incorporate subject specific

variance under longitudinal sub-model and semi-parametric model under survival sub-

model, we explore several joint models with a variety of latent processes.

In this study the Bayesian method results are based on four parallel MCMC sampling

chains of 20,000 iterations each, following a 3000 discarded as burn-in to achieve conver-

gence. Several joint models using different shared parameter association structure with

different combinations of the random effect processes are fitted. Then in this study shared

parameter association structure is selected based on the smallest DIC value of the joint

models which are reported on table 4.6 below.

For checking convergence of the MCMC chains, we have used time series plot of the

history of iterations of the final joint model , which shows a reasonable degree of ran-

domness between iterations and the overlaps of the three chains indicates that the same

solutions are obtained for each initial values.Therefore, the Gibbs sampler has converged

to the target density.
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Table 4.6: JM Selection using different shared parameter association structure(random

effects).

Models U1i(t) U2i(t) PD DIC

Random intercept only

I b0i mi(t) 277.586 9216.139

II b0i α0b0i 281.82 9207.546

III b0i α0b0i+α1b1i 278.11 9217.67

Random intercept and linear slope

IV b0i +b1iti j mi(t) 439.486 10021.36

V b0i +b1iti j α0b0i 439.486 10021.36

VI b0i +b1iti j α1b1i 380.268 9970.937

VII b0i +b1iti j α0b0i+ α1b1i 380.268 9970.937

Random linear slope

VIII b1iti j mi(t) 439.486 10021.36

IX b1iti j α1b1i 380.268 9970.937

Random quadratic slope

X b2iti j2 mi(t) 439.486 10021.36

XI b2iti j2 α2b2iti j2 380.268 9970.937
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Random linear and quadratic slope

XII b1iti j+b2iti j2 mi(t) 439.486 10021.36

XIII b1iti j+b2iti j2 α1b1iti j 380.268 9970.937

XIV b1iti j+b2iti j2 α2b2iti j2 380.268 9970.937

XV b1iti j+b2iti j2 α1b1iti j+α2b2iti j2 380.268 9970.937

Random intercept; linear and quadratic slope

XVI b0i+α1b1iti j+α2b2iti j2 mi(t) 439.486 10021.36

XVII b0i+α1b1iti j+α2b2iti j2 b0i+α1b1iti j+α2b2iti j2 380.286 9970.937

As mentioned above, the precise nature of the two sub models has chosen; the longitu-

dinal to be GLMM with subject-specific variances and the survival model is the Cox-PH

model. The table 4.6 above reports PD and DIC scores for 17 joint models with different

random effects that are used as the latent shared processes U1(it) and U2(it) . The GLMM

incorporates patient-specific burden of bipolar symptoms for the longitudinal sub-model

and time to symptomatic recovery of Cox model is used for survival sub-model.The sim-

ple joint models I, II and III with random intercepts for longitudinal sub-model is fitted

first and the incorporation of random intercepts in the longitudinal sub-model improves

the total DIC. In model III we add random intercept and linear time in month slope which

do not improves the decrement in DIC. Models IV, V, VI, and VII are fitted with both

linear and intercept random slopes.

In models VI, VII there is no improvement in DIC by incorporating linear time in month

effects and intercept to U2(it) part. Model VIII and IX are fitted with linear random slope

and there is no improvement in DIC. Models X, XI are fitted with quadratic random slope

and there is no improvement in DIC. Models XII, XIII, XIV and XV are fitted with linear

and quadratic random slopes and there is no improvement in DIC. Also, Models XVI and

XVII are fitted with intercept, linear and quadratic random slopes and there no improve-

ment in DIC in general. Because Model II emerges with the smallest total DIC 9207.546
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among all other models, it is selected as the finaljoint model for the burden of bipolar

symptoms and time to symptomatic recovery of bipolar disorder obtained from JUMC in

this study.
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Table 4.7: :The estimated joint model of the longitudinal burden of bipolar symptoms and

Time-to- symptomatic recovery of bipolar disordered patients

Longitudinal sub-model Survival sub-model

Fixed effects coef(β ) 95% CIs Covariates Coef(γ) 95% CIs

β0 2.316 [2.244,2.385]∗ γ12 0.425 [-0.475, 1.339]

β1 -0.011 -0.152, 0.123] γ13 2.358 [1.216,3.449]∗

β22 0.175 [0.002, 0.379]∗ γ14 1.239 [-0.625, 3.078]

β23 0.196 [-0.041, 0.457] γ22 -0.734 [-2.267, 0.456]

β24 -0.106 [-0.257, 0.046] γ23 -0.747 [-2.527, 0.757]

β32 -0.165 [-0.340, -0.007]∗ γ24 0.104 [-2.765, 2.156]

β33 -0.473˙ [-0.811, -0.149]∗ γ32 1.961 [0.241, 3.743]∗

β34 -0.005 [-0.090, 0.080] γ33 0.846 [-0.696, 2.599]

β41 0.059 [-0.059, 0.190] γ34 3.800 [0.501, 8.902]∗

β51 0.007 [-0.086, 0.107] γ41 -1.857 [-2.794,-0.918]∗

β62 0.005 [-0.134, 0.134] γ51 -1.195 [-2.222, -0.285]∗

β63 -0.216 [-0.234, -0.195]∗ γ61 -1.584 [-2.539,-0.839]∗

β71 0.122 [-0.004, 0.246] γ62 1.241 [0.552, 2.015]∗

β81 -0.025 [-0.122, 0.097] γ71 -1.137 [-2.061,-0.334]∗

β91 -0.024 [-0.117, 0.064] Random effects

β10 0.029 [0.014, 0.046]∗ σσ0 = 0.410

β11 -0.006 [-0.022, 0.013] Association

β12 0.040 [0.023, 0.056]∗

α0= -8.403 [-11.157,-6.576]∗

β13 0.010 [-0.129, 0.133]

β14 0.031 [0.016, 0.047]∗

β15 0.213 [0.052, 0.49]∗

DIC = 9207.546

∗ Indicates significance of the covariates at 5% level of significance

CIs is the 95% credibility intervals indicates an interval within which an unobserved

parameter value falls with a particular probability.
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Where;β0 =intercept, β1 = timeinmonth,β22=religion (orthodox),

β23 =religion (protestants),β24religion(others),β32= age

(20-25),β33=age(26-49),β34=age(50andabove),β41=other cofactors(yes),β51= substance

abuse(yes),β62=first onset(adolescence age),β63=first onset(adult age and

above),β71=event of relapse(yes),

beta81=family history of mental illness(yes), β91=chewing chat(yes),

β10=β1∗β62,β11 =β1∗β63 ,β12 = β1∗β71 ,β13 = β71∗β81 ,β14 = β1∗β14 ,β15 = β51∗β91

and for survival coefficients were, γ12=marital status(married),γ13=marital

status(divorced),γ14=marital status(widowed), γ22=

religion(orthodox),γ23=religion(protestant), γ24=religion(others),γ32 =age(20-25),γ33

=age(26-49),γ34 =age(50 and above),γ41=event of relapse(yes),γ51 =bipolar type,γ61

=types of episodes(mixed), γ62=types of episodes(depression), γ71=substance abuse(yes).

As observed from the appropriate joint model with a minimum DIC score values than

the remaining joint models is selected. The longitudinal sub-model specification is the

same to that of the selected generalized linear mixed model whereas the survival sub-

model specification incorporates the association parameters to the selected cox-regression

model.

The posterior estimates of the regression coefficients of longitudinal sub-model and sur-

vival sub-model with their 95% credible interval are summarized in the Table 4.7 above.

In the longitudinal sub-model the covariates; The intercept, time in month, 50 and above

age group, the interaction between time in month and adolecentage first onset of the bipo-

lar disorder, the interaction between time in month and event of relapse, the interaction

between linear time in month and existence of other cofactors and the interaction of sub-

stance abuse and chewing khat are significantly affect the log expected burden bipolar

symptoms. Where as in the survival sub-model the covariates; divorced marital status,

event of relapse, mixed type of episodes are significantly affects the symptomatic recov-

ery of bipolar symptoms .

The association between the longitudinal outcomes and the time-to-event outcome is ex-

pliained by α0=-8.403 with [-11.157,-6.576] credible interval. It associates longitudinal

count, burden of bipolar symptoms and time-to-symptomatic recovery of bipolar disorder
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using shared random effect parameters . We observe significant strong negative associ-

ation between the subject-specific random intercept (base line) of the burden of bipolar

symptoms and the risk ratio of symptomatic recovery since their 95% credible intervals

excludes zero. The σb0=0.410, is an indication of heterogeneity in the longitudinal mea-

surement of the burden of bipolar symptoms that must be accounted for.The mean burden

of bipolar symptom scores at baseline for a reference individual are estimated at 0.410.

Table 4.8: Posterior estimated risk ratio and their 95% credible intervals of the survival

sub-model fitted in the joint model.

Covariates Hazard ratio 95% CIs

γ12 1.529 [0.621, 3.817]

γ13 10.572 [3.376, 31.496]∗

γ14 3.452 [0.534, 21.752]

γ22 0.479 [0.103, 1.577]

γ23 0.473 [0.079, 2.133]

γ24 1.109 [0.062, 8.643]

γ32 7.110 [1.273, 42.235]∗

γ33 2.332 [0.498, 13.454]

γ34 0.4338 [1.650, 734.928]∗

γ41 0.156 [0.006, 0.399]∗

γ51 0.302 [0.108, 0.075]∗

γ61 0.205 [0.078, 0.432]∗

γ62 3.460 [1.737, 7.500]∗

γ71 0.320 [0.127, 0.715]∗

α0 0.00022 [0.000014, 0.0013]∗

were,γ12=marital status(married),γ13=marital status(divorced),γ14=marital

status(widowed), γ22= religion(orthodox),γ23=religion(protestant),

γ24=religion(others),γ32 =age(20-25),γ33 =age(26-49),γ34 =age(50 and above),γ41=event

of relapse(yes),γ51 =bipolar type,γ61 =types of episodes(mixed), γ62=types of

episodes(depression), γ71=substance abuse(yes)
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The above table 4.8 shows that the Coefficient and hazard ratios of the standard relative

risk model to determine the hazard of symptomatic recovery using baseline covariates and

with the assumption of a time-independent covariate. The risk ratio value of 1 means no

difference in relative risk between groups. When the reiative risk is less than one, the

corresponding covariate has negative effect on the event of interest and when it is greater

than one , the corresponding covariate has a positive effect on the event of interest.

γ13= 10.572, shows that the risk of symptomatic recovery time for divorced bipolar disor-

ders is greater than the single bipolar disorders given burden of burden bipolar of symp-

toms.

.γ32 =7.110, shows that the risk of time to symptomatic recovery for between twenty and

twenty five age group is 7.110 greater than those nineteen and below nineteen age groups

given burden of bipolar symptoms. γ34 = 44.78, shows the risk ratio of recovery time for

fifty and above age group of bipolar disorders is greater than those nineteen and below

age groups given burden bipolar symptoms.

γ41=0.156, shows that the risk of recovery time for bipolar disorders those faced event of

relapse before is less than for those who did not faced event of relapse before given the

burden of bipolar symptoms. γ51 = 0.302, shows that the relative risk of recovery time for

bipolar disorders with bipolar II is 30.2 % less than those with bipolar I given the burden

of bipolar symptoms.

γ61=0.205, shows that the relative risk of recovery for bipolar disorders with mixed type of

episodes is less than those with manic type of episodes given the burden of bipolar symp-

toms. γ62=3.460, shows that the hazard of recovery for bipolar disorders with depressed

type of episodes is greater than those with manic type of episodes given the burden of

bipolar symptoms. γ71=0.320, shows that the risk of recovery for substance abuse bipolar

disorders is less than those not abuse substances given the burden of bipolar symptoms.

exp(α0)= 0.00022, shows that the relative risk of symptomatic recovery time for bipolar

disorders at base line time(random intercept). It indicates that the one unit increase in

the burden of bipolar symptoms at starting point in time results in a 0.00022(0.022%)

decreased risk of time to symptomatic recovery with 95% credible interval of [0.000014,
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0.0013]. This results are statistically significant since its credible interval excludes zero,

indicating that burden of bipolar symptoms is a good predictor of time to symptomatic

recovery.

59



4.4 Discussion

In this study, the advantages and applications of joint models for longitudinal and survival

data on bipolar disorder are discussed. When the objective of the study is to investigate

the effect of the longitudinal outcome on the time to the event data, the joint modeling

approach leads to unbiased and more efficient estimates of the longitudinal effect con-

sidering the correct model for the time-to-event data. Then main aim of this study is to

identify the association between burden of bipolar symptoms and time to symptomatic

recovery from first, September, 2018 to first, January, 2020 in Jimma University Medi-

cal Center. This study illustrates that how joint modeling can be used as an alternative

when dealing with repeated measurements and time-to-event data in the predicting an in-

dividual’s symptoms of bipolar disorders. The burden of bipolar symptoms and time to

symptomatic recovery may be improved by the use of these types of models which take

into consideration all the individual bipolar symptoms that the patient shows and have

recorded over a time period.

In this study of 257 bipolar disorders individuals under psychiatric follow up during the

time period 116(45.1%) of them are faced symptomatic recovery whereas 141(54.9%) of

them are censored. Similarly the study done on department of psychiatry, in University

of Cincinnati, College of Medicine, by Keck Mcelroy SDtrakowski(1998) shows symp-

tomatic recovery occurred in only 26% disorders among 134 total bipolar disorders. Also

study by Perlis, Ostacher(2006) shows that of 1,469 participants symptomatic at study

entry, 858 (58.4% ) subsequently achieved recovery supports the idea which aslo support

this study.

The study done on the Longitudinal Course of Bipolar-I Disorder and Duration of Mood

Episodes by Solomon et al,(2010) with the objective of describe the duration of bipolar I

mood episodes and factors associated with recovery from these episodes while the proba-

bility of recovery over time from multiple successive mood episodes was examined with

survival analytic techniques, showed that the median duration of bipolar I mood episodes

was 13 weeks which support the result of this study.

This study shows that the hazard of recovery for bipolar disorders with depressed type
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of episodes is greater than those with manic type of episodes given the burden of bipolar

symptoms with a 95% crediable interval of [1.737, 7.500], which is agree with study by

Solomon (2010) showed that the probability of recovery from a major depressive episode

was a signicantly greater probability of recovery from an episode of mania (HR=1.713;

95% and Conficence interval of [1.373,2.137].

This study shows that the relative risk of recovery for bipolar disorders with mixed type

of episodes is less than those with manic type of episodes given the burden of bipolar

symptoms which disagree with the study done by by Keck Mcelroy SDtrakowski(1998)

by using multivariate analyses suggests that;during the 12-month follow-up period, there

were no significant differences in outcome between patients with manic compared with

mixed BD.This may due ineffient of the model he use which means using Joint model

may improve the efficiecy and unbiasedness of the estimator.

Bayesian methods of joint modelling enabled to specify a time-varying coefficient to link

the longitudinal and the survival processes [80]. where, Andrinopoulou [81], looked at

the valve function of cardiac-thoracic surgery which is monitored over a period of time.

The approach was implemented via P-splines using Bayesian methods of joint modelling

that enabled to specify a time-varying coefficient to link the longitudinal and the survival

processes which support .Similarly this study used Bayesian approach estimation with

regression splines to estimamate the base line hazard function.Two candidate association

structures; shared parameter structure associates by Henderson [81] are used to associates

the longitudinally counted burden of bipolar symptoms at the same time point to the sur-

vival sub-model .

The joint models are estimated under Bayesian framework using a four chain of 20,000

MCMC iterations from which we discarded the first 3,000 samples as burn-in; finally trace

time series plots are plotted for the convergence diagnosis of MCMC samples and in the

plots there is not any problem of convergence failure.Our results support the hypothesis

of an association between time to symptomatic recovery and burden of bipolar symp-

toms. We found that the hazard of symptomatic recovery increases with by decreasing

the burden of bipolar symptoms indicates the negative relationship between them.
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5 Conclusion and Recommandations

5.1 Conclusion

The data for this study consists of 257 patients who are bipolar disordered individuals.

Among the total bipolar disordered individuals during the time period 116(45.1%) of

them are faced symptomatic recovery whereas 141(54.9% ) of them are censored .

Then the main objective of current study is to fit Bayesian joint longitudinal and survival

model and assess the association between burden of bipolar symptoms and time to symp-

tomatic recovery. The intercept term, religion, other cofactors, event of relapse, interac-

tion between linear time and event of relapse, interaction between linear time and other

cofactors and the interaction between substance abuse and chewing khat have a positive

significant effect on the log expected of burden of bipolar symptoms. Where the variables

linear time in month, age and the interaction between linear time in month and first onset

have a negative significant effect on the log expected burden of bipolar symptoms.

The covariates marital status,religion,age,event of relapse,bipolar type ,types of episodes

and substance abuse are significantly affect the time to symptomatic recovery of bipolar

disorder.

Findings from this work has revealed that the risk increment of symptomatic recovery

with bipolar disorder can best be predicted using burden of bipolar symptom scores and

analysed via joint longitudinal and survival models. It has also been demonstrated that

a decrease in burden of bipolar symptoms results has a significant decrease in the time

of symptomatic recovery. The use of standard or extended relative risk , logistic regres-

sion and multivariate analysis models may not be the most appropriate statistical tools to

consider with a variable measured repeatedly over a time period.

5.2 Recommendations

The study revealed that at base line burden of bipolar symptoms is negatively associated

with the hazard of symptomatic recovery. This indicates that at beginning time since bur-

den of bipolar symptoms is high the chance of symptomatic recovery is low. Then the
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psychiatrists and the concerned body should give special service(such as take care for

the drug side effect) for the patients at beginning time till some symptomatic recovery

achieved.

The hazard of symptomatic recovery for between twenty and twenty five age group and

fifty and above age groups is greater than those nineteen and below age groups. Then for

lower age bipolar disorders special treatment should be given in order to improve their

symptomatic recovery.

The relative risk of symptomatic recovery for substance abuse bipolar disorders is less

than those not abuse substances. Then it is better if reducing over using substances such

as alcoholic drinks that affects our mental health

The hazard of symptomatic recovery for bipolar disorders those faced event of relapse

before is less than those who do not faced event of relapse before study holding. So

when the patients had faced their first symptomatic recovery, the family of the patients

and caregivers should responsible to take away the patients from events that may cause

mental problem again.

To characterize the more information about bipolar disorder this study is not sufficient.

Then it is better if the further statistical models would be applied there.

The additional information of the patients history such as hypomanic type of episodes,drug

side effects and severity of bipolar disorder using charting the bipolar illness should be

recorded in patients card and included in the further studies[90].

5.3 Limitations of the Study

Some of the limitations of the study are:-

• The study is conducted based on secondary data which might have incomplete and

biased information that the data is not well organized during collection.

• Lack of prior research studies on the topic.
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Appendices

Appendix-I:-Some selective relevant information and graphs

Appendix-1:-Information Sheet

Introduction:- this information sheet was prepared for Jimma University Medical cen-

ter,Jimma, Ethiopia. The aim of the letter was to make clear about the purpose of thesis,

data collection procedures and to get permission for data collection.

Objective:- The aim of the study is to investigate the Joint association between burden of

bipolar sy in Jimma Medical center using Joint longitudinal and survival models.

Data Collection Procedure:- In order to achieve the above objective, information, which

is necessary for the study, will be taken from the registration log book and patients‘ reg-

istration card; if any inadequate information is countered it is checked from the file and

excluded from analysis if proven to be inadequate. In order to come up with the above

mentioned findings, total document of program clients enrolled during first September

2018 to first January 2020 be seen and a review of the required information from the

records are made by using the checklist.

Risk:- Since the study will be conducted by taking appropriate information from medical

chart, it will not inflict any harm on the patients. The name or any other identifying infor-

mation will not be recorded and all information taken from the chart will be kept strictly

confidential and in a safe place. The information extracted will be kept secured and the

information retrieved will only be used for the study purpose.

Benefits:- the thesis has no direct benefit for those whose document/ record is included in

this thesis. However, indirectly the result of this study might be used to improve aware-

ness on the factors that triggers the recurrence of breast cancer patients. It also enables

to provide scientific information about the finding to Ministry of health in Ethiopia that

helps policy makers to enhance the awareness of the society about factors that increase

the probability of recurrence due to breast cancer which is protected and curable if it is

screened and treated in its earlier stage with appropriate treatment.

Confidentiality:- The information collected from this thesis will be kept confidential and

will be stored in a file. In addition, it will not be revealed to anyone except the investigator

and it will be kept in key and locked system with computer password.
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Person to contact:- This thesis will be reviewed and approved by the institutional review

board of college of Natural sciences, Jimma University.

Permission:- Lastly but not least, you are kindly requested to permit and forward your

permission to concerned body in your organization so that I can get cooperation from the

data clerks and other responsible bodies in place.

Data Extraction Form

Data extraction form, for the Joint modelling on the burden of bipolar symptoms and time

to symptomatic recovery(Starting from2018 to first January 2020 .
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Appendix-1:-Some Important Tables and Figures

∗ indicates the significance of covariates at 5% significance level.

Table 5.1: Generalized linear model with linear and quadratic time effects selected for

the fixed effects with 95% confidence interval of the estimated coefficients.
Coefficients Estimated coff(β ) 95% CIs pvalue
(Intercept) 2.430 [2.141,2.702] 0.000

timeinmonth -0.197 [-0.216,-0.178] 0.000
I(timeinmonth2) -0.005 [-0.007,-0.002] 0.000

(religion)2 -0.085 [-0.141,-0.029] 0.003
(religion)3 0.152 [0.08,0.225] 0.000
(religion)4 -0.072 [-0.185,0.039] 0.578

(age)2 -0.061 [-0.173,0.052] 0.218
(age)3 -0.079 [-0.203,0.046] 0.255
(age)4 -0.768 [-0.978,-0.562] 0.000

(eventofrelapse)1 0.195 [0.119,0.271] 0.000
(othercofactors)1 -0.020 [-0.089,0.048] 0.520
(substanceabuse)1 0.445 [0.293,0.598] 0.000

(bipolartype)1 0.061 [0.006, 0.115] 0.094
(chewingchat)1 -0.343 [ -0.827,0.109] 0.034

(typeofepisodes)2 -0.109 [-0.159,-0.06] 0.000
(typeofepisodes)3 0.012 [-0.044 ,0.068] 0.438

(fristonset)2 0.024 [-0.058,0.108] 0.782
(familyhistoryofmentalillness)1 0.110 [0.039,0.181] 0.005

(sex)female -0.169 [-0.413,0.095] 0.119
(sex)male -0.131 [-0.375,0.131] 0.000

timeinmonth: (fristonset)2 0.028 [0.011,0.046] 0.147
timeinmonth: (fristonset)3 0.007 [-0.011,0.026] 0.15

timeinmonth:(eventofrelapse)1 0.038 [0.022,0.054] 0.147
evento f relapse1 : f amilyhistoryo f mentalillness1 -0.205 [-0.288,-0.121] 0.000

timeinmonth:othercofactors1 0.027 [0.011,0.043] 0.000
(chewingkhat)1:as.factor(sex)male 0.353 [-0.102,0.839] 0.000

(age)2:(substanceabuse)1 -0.477 [-0.647,-0.307] 0.000
(age)3:(substanceabuse)1 -0.272 [-0.430,-0.113] 0.000
(age )4:(substance abuse)1 – –

AIC= 8724.647 ϕ = 1
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Table 5.2: : Log rank tests of survival curve differences for categorical covariates

Covariates chi-square DF Pr > chi− square

Sex 2 1 0.2

First onset 1.4 2 0.5

Educational level 1.1 2 0.6

Marital status 7 3 0.07

Family history of mental illness 4.9 1 0.03

Religion 17.1 3 7e-04

Employment 0.5 1 0.5

Age 21.2 3 1e-04

Event of relapse 13.9 1 0.036

Bipolar type 1.3 1 0.3

Other cofactors 9.9 1 0.002

Type of episodes 7.8 2 0.02

Substance abuse 10.6 1 0.001

Chewing chat 2.5 1 0.1

Ethnicity 4.1 2 0.1
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Figure 5.1: Mean burden of bipolar symptoms over time

.

Figure 5.2: cumulative hazard ratio plot recovery of individuals

.
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Figure 5.3: plot of leverage for GLM

.

Figure 5.4: Q-Q plot for residuals of GLM model

.
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Figure 5.5: plot of deviance with fitted value to check over dispersion

.

Figure 5.6: plot of Martingale residuals to check linearity

.
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Figure 5.7: plot of interraction of mean burden of symptoms and time

.
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Figure 5.8: Q-Q plot to check normality of random effects In GLMM

.
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Figure 5.9: plot of standard residuals with fitted values of GLMM

.
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Figure 5.10: trace plot of time series iteration of gibbs sampling to check convergence

.
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Figure 5.11: trace plot of time series iteration of gibbs sampling to check convergence

.
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Figure 5.12: trace plot of time series iteration of gibbs sampling to check convergence

.
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Figure 5.13: trace plot of time series iteration of gibbs sampling to check convergence

.
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