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Abstract

Text clustering is to group texts according to a certain feature defined on texts

to measure the similarity between two texts. keyword-based models like TFIDF

of a model for texts have been used as a feature in recent works. Key-word

based approach is not feasible for short text due to the texts have only few

words. Not only this but also it lacks semantic structure which limits further

analysis of texts. The topic model has been developed to discover probabilistic

distributions of topics over some fixed set of keywords/vocabulary. Unlike the

TFIDF topic model has a semantic structure of texts. The topic model is able to

cluster not only using ids but also the topic of cluster.

In this thesis work, we have used topic modeling to discover latent/hidden

topics from a collection of short texts through machine learning. Currently,

Latent Dirichlet Allocation (LDA) is a popular and widely used topic model-

ing approach. We have implemented the proposed model in python with LDA

library tool. After LDA find the hidden/latent topics from the given text we

have saved the identified topics as feature. The saved feature and test set sim-

ilarity has been calculated to identify the cluster id of test set text. We have

investigated the LDA method approach to cluster short Amharic texts with and

without word embedding as feature extraction. To evaluate the result, we have

collected several short Amharic texts from different local news agencies’ web-

sites that contain different groups of categories. The experimental result shows

that LDA without word embedding performs 90% of accuracy while LDA with

word embedding as feature extraction has an accuracy of 97.17%.

Keywords: Topic Modeling, Text Clustering, Latent Dirichlet Allocation(LDA)
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Chapter 1

Introduction

1.1 Background of the Study
In recent years, with the continuous development of information technology

and social media, information over the internet increases explosively [1]. News

agency websites, different kinds of social media pages have become the main

platform for a human to get news and up to date information. Exponential

growth in people using the Internet because of ease of access and economical

desktop computers, personal computers, pads, tablets, and smartphones has

led to a generation of huge amounts of textual data. This data is mostly in

form of text and is a great source of information valuable for researchers and

analysts.

Knowledge discovery from this huge text data requires a variety of machine

learning processes and different kinds of analysis [1]. Clustering is a major

part of these processes. The clustering of text data aims at labeling the docu-

ments with topics or categories. A cluster is a group of documents that belong

to a similar concept or topic [1]. Clustering is useful for topic detection, cate-

gorization, and organization of documents.

However, the news data of the News portal is increasing, which also comes up

with some challenges to the site. The traditional text classification methods or

approaches have been unable to meet the needs of the current huge amount of

textual data development. Therefore, the research on text clustering model is

always a hot topic in the field of text mining in recent years [2].

A news text clustering system can handle all text data, and it will make an ac-

curate prediction of the cluster labels. So, automatic text clustering can help

to complete the text classification function for news platforms with high ef-

ficiency. Clustering can help the companies easily cluster news into different

categories and manage their text data for better management.

One of the most popular data mining algorithms which have been widely stud-

ied in the context of text data mining is clustering. It has a wide range of appli-
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cation areas such as in-text classification [3] and visualizes particular domain of

data [4] and document organization [5]. Clustering is the task of finding groups

of similar documents in a collection of documents. The similarity is computed

by using a similarity function. Text clustering can be in different levels of a rel-

atively large collection of texts where clusters can be documents, paragraphs,

sentences, terms, or topics. Clustering is one of the main techniques used for

organizing documents to enhance better retrieval and support browsing. For

example [6] has used clustering to produce a table of contents of a large collec-

tion of documents. In addition, another researcher in [7] exploits clustering to

construct context-based retrieval systems.

Clustering methods broadly can be seen as a partition or hierarchical [8]. Gen-

erally, hierarchical clustering techniques do not scale well and are not recom-

mended for huge data like text. Characteristics of text documents like high

dimensionality due to a lot of vocabulary; highly sparse; and non-normal dis-

tribution of terms are unique enough to treat such data separately and devise

clustering techniques specific to it.

[9] Proposed k-means approach when applied to normalized text data could

produce concept vectors that summarize the text data very close to the most

similar one. The text data normalized such that every document is a unit length

vector, making the data space Hyper spherical. This variant of k-means called

spherical k-means.

Clustering of text data streams can apply in a number of application areas such

as newsgroup filtering and categorizing, text crawling, text data retrieval, doc-

ument organization, and TDT (topic detection and tracking). In such appli-

cation areas, text data comes as a continuous stream and this presents many

challenges to traditional static text clustering [10]. Hence, steam-clustering

techniques based on spherical k-means and others are an interesting field to

review.

Clustering is sometimes erroneously referred to as automatic classification; how-

ever, this is inaccurate, since the clusters found unknown prior to processing

whereas in the case of classification the classes are predefined or well known. In
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clustering, it is the distribution and the nature of data that will give direction

to cluster membership, in opposition to the classification where the classifier

learns the relationship between objects and classes from a so-called training

set, i.e. a set of data correctly labeled by hand, and then predict the learned

behavior on the test set.

Therefore, the organizing and access of text items should provide the user

with easy access to the information which might be useful or relevant to the

user. There are various ways of organizing texts. One of the most success-

ful paradigms to organize such information is classifying texts into different

categories that are meaningful to users. Categories signify the organization of

items into groups according to their similarities or shared characteristics such

as Sport, Health, Politics, science, and so on.

Figure 1.1: An example of a data set with a clear cluster structure [52]

In recent years, Internet users and increasing of text documents written in dif-

ferent natural languages have been dramatic. For example, in year 2016, the

number of Internet users in Ethiopia were 4.3% of the population [53]. But, in

2017 the number increased to 11.1%. Additionally, the number of broadcast-

ing communication media in Ethiopia dramatically increased in 2017, from

two to more than fifteen. Most of these media are producing text data writ-

ten, stored and presented using Amharic. Thus, nowadays large collections of

short text written in different natural languages are found on the web. Using

a good clustering method, these short text can be organized into meaningful

clusters (groups), which facilitate using short texts in different application area

3



like recommendation system.

1.2 Motivation
Assume a tourist decision-making problem. How can a tourist decide the place

to be visited? A tourist must know about the background information of the

places. One way of getting the information is by accessing someone tweet or

post who visit the places before. Clustering these tweets or posts based on their

area, topics or content will help the users to quickly get access to their required

place.

Additionally, short text clustering plays an important role in constructing rec-

ommender systems. A recommender system aims to provide users with per-

sonalized online product or service recommendations to handle the increasing

online information overload problem and improve customer relationship man-

agement [11]. Recommender systems utilized in a variety of areas and are most

commonly recognized as playlist generators for video and music services like

YouTube; product recommenders for online markets; or content recommenders

for social media platforms such as Facebook and Twitter; and recommender

systems for specific topics like restaurants. Again, clustering texts mentioned

about those services or products is a better choice to construct a good recom-

mender system.

1.3 Statement of the Problem
Local Amharic text document clustering studied for a number of years using

different approaches and methodologies [12, 13]. However, there are still a

number of issues to be addressed. The main issue of the previous studies de-

pends only on keywords to categorize documents to a certain category. The

major problem with this approach is that it ignores the semantic relationship

between the document’s content and the designated category. Categorizing the

text document collection using the topic of each document will make the pro-

cess of clustering more accurate. As opposed to keyword-based technique, this

approach guarantees a robust cluster as it is not influenced by word variations.

Previous work [12] on local Amharic text document clustering use bag of words
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approach. Their work utilizes the frequency of appearance of words in docu-

ments. The main problem of this approach is it does not consider the semantic

related meaning of words. Which means if two documents use a different col-

lection of words to represent the same topic they assigned in a different cluster.

Additionally, short texts have only a few hundred words so this approach is not

feasible.

The author in [13] uses an ontology to classify local Amharic news documents

into a predefined category. The major problem of this approach is that it is usu-

ally difficult to design an ontology that can cover all the concepts mentioned

in a text document collection, especially when the documents to be clustered

are from a different domain. Classification of a text document to predefined

categories excludes different types of text documents that are unrelated or se-

mantically related to the predefined category of documents.

In short text clustering, clustering is performed using short text data like tweets,

Facebook status updates, various news feeds, etc. Short text as its name sug-

gests is a text that contains only a few words; for instance, the length of a text in

Twitter is only a few words; Search engine queries are mostly short texts. Those

characteristics of short text are a challenge for current clustering algorithms.

However, it may prove very helpful in extracting meaningful information if

this huge unorganized data may be clustered based on some similarity. Unlike

document clustering, the major problem in clustering short text is its sparse

feature vector due to the short text noisiness and luck of much keywords to

construct the feature space.

This thesis work proposed topic modeling that considers each text as a collec-

tion of topics while a topic is a collection of words to cluster short texts with

better accuracy. The topic model also considers the semantic related meaning

of words. Therefore, this thesis work attempt to overcome the limitation of the

above work with topic modeling LDA (Latent Dirichlet Allocation) cluster short

Amharic texts. The main reason we have used LDA is that this topic modeling

helps us to consider semantic relation between words and used to reduce the

dimension of document representation. Moreover, this thesis work uses neu-
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ral word embedding (Skip-gram model) for feature extraction to improve the

clustering result that has not been used in the previous works.

At the end of this study, the following research questions has been addressed:

• Why topic modeling is a good approach to cluster shot text?

• What are the appropriate model parameters for topic model training?

• To what extent the proposed model can predict text groups according to

the expert’s judgment?

1.4 Objective

1.4.1 General Objective
The general objective of this thesis work is to design a model for short Amharic

text clustering using topic modeling.

1.4.2 Specific Objectives
In order to achieve the General objective, the following specific objectives are

set:-

• Investigating short text clustering properties, challenges, and application

areas.

• Reviewing related papers to short text clustering and different literature.

• Designing appropriate algorithm that can cluster short Amharic text.

• Implementing the algorithm for the proposed solution.

• Testing and evaluating the proposed work with the previous works.

1.5 Research Methodology
In order to achieve the objective of the study the following research methods

has utilized.

A. Literature review
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This phase is one of the crucial steps to get a deep understanding of the research

area. To achieve the objective of this thesis has considered different resources

like journals, recent research papers, new findings, and other documents. A

literature review helps us to understand the current approaches and methods

used to solve the defined problem. We have reviewed different papers done

with different methodology under different categories. Papers on text cluster-

ing get more concerned.

B. Design and Implementation

In the design phase, proposed models and algorithms have been designed. The

proposed work considers topic modeling as the main approach to cluster short

Amharic text. This thesis work uses Latent Dirichlet allocation (LDA) as a tool

to extract hidden topic from the given corpus, which means topic modeling.

First short Amharic texts have been collected from different local news agen-

cies. After the collection is complete data preprocessing tasks like stemming,

stop word removal, and normalization has done. After preprocessing the data,

we have applied LDA over the preprocessed data set so that it can extract topics.

Python libraries Gensim, matplotlib, sklearn, and os have beed used.

C. Prototyping

To implement the proposed model the study developed a prototype for training

that contains the appropriate components and a detailed explanation of the

components has been given.

D. Data Source and Tools

The data source for this thesis work is collected from different local area news

website like Fana broadcasting corporate, Walta info, Ethiopian News Agency,

etc. 1. The main reason for choosing that news portal is that they have enough

short text to consider and the texts are freely available. For experimental pur-

pose the texts have been clustered into different category based on their cat-

egory on the sites. To accomplish the study different kinds of tools has been

1The collected texts are from local news agencies website archives and I wonder to give them

credit for make the news available freely
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employed.

E. Evaluation of the Proposed Work

Results from the proposed solution has been tested and evaluated to check

whether it meets its goal or not. To evaluate the proposed method, we have

collected short text under the categories we have used for training and pre-

pare the dataset. The data preparation activity includes preprocess the texts

to make them appropriate date. Evaluation of the proposed method has been

done using precision, recall, and average accuracy.

1.6 Scope and Limitation of the study
This research work was conducted to explore the advantage of using topic mod-

eling to cluster short Amharic texts. The scope of the study was to propose and

develop a model that can cluster short Amharic text. In this research work

freely available short news items have been used for experimental purpose.

In this research work, we considered only text data documents that contain se-

quence of alphabets without any figure, table, images or any pictorial represen-

tations. The scope of this thesis work is limited to collecting short Amharic text

from different local news agencies and cluster them into different categories

using LDA as a topic modeling approach.

The proposed work has not considered:

• News those are not in text form like video, photo, animation.

• Sentiment analysis of the news.

• Short text of Facebook status update like ’ �
«�  ò5 Ó�u’(melikami

ādı̄si ‘ameti/happy new year).

1.7 Application of Results
Short text clustering used in:

• In Amharic text document search engines to improve efficiency and search

results;
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• For Amharic text document filtering, pointing to topic-specific processing

mechanisms such as Amharic information extraction and machine trans-

lation;

• As input for other information management tasks like organizing, struc-

turing processing, controlling, evaluation, and reporting of information

activities;

• For big Amharic document data analytics and recommender system;

• For any organization and application developers, those have a large col-

lection of Amharic documents to automatically cluster documents for bet-

ter management.

1.8 Structure of Rest of the Thesis
The remainder of this thesis work organized as follows: Chapter 2 reviews the

related work on the document clustering. In Chapter 3, we introduce related

works done in short text clustering using different approaches under differ-

ent languages and background knowledge of the LDA model. In Chapter 4,

we describe our proposed clustering model for short Amharic text. The pro-

posed method experimental results and evaluation present in Chapter 5. Fi-

nally, chapter 6 concludes by summarization and recommendation.
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Chapter 2

Literature Review

2.1 Introduction
To understand the problem domain of the proposed solution from the literature

background and to identify the clear boundary of this thesis work from the cur-

rent state-of-art different books, journals, and research works, which related to

text clustering and related fields have reviewed. Different text clustering ap-

proaches, algorithms for text clustering and feature weighting, clustering met-

rics, and clustering evaluation methods have been reviewed. Topic modeling

tools and their comparisons have been discussed. Finally, a brief introduction

about Amharic language, orthography, Amharic morphosyntactic has been dis-

cussed.

2.2 Text clustering
Cluster analysis is one of the foremost necessary data processing strategies. It is

a central downstream task in information management. Text clustering is that

the act of grouping similar texts into categories. Text clustering is not like a

separate training method or manual tagging cluster earlier. It is the strategy of

partitioning or grouping a given set of patterns into disjoint clusters. The docu-

ments within the same cluster square measure a lot of similarities, whereas the

documents in several cluster square measure a lot of dissimilarities. Statistics

or pattern recognition communities [14] developed most of the initial clump

techniques, where the goal was to cluster a minor kind of data instances. In

further recent years, clustering refers to a key technique in processing tasks.

This main operation is applied to many common tasks like unsupervised clas-

sification, segmentation, and dissection.

Many clustering algorithms are available for text data. The text document is

represented as a binary vector. Alternatively, we can also use refined represen-

tations, which involves weighting methods such as TF-IDF.

2.3 Text Clustering Approaches
A. Agglomerative vs Divisive

10



Progressive and level (flat) clustering strategies are two kinds of categories of

clustering calculations. Fair as divisions in a company may organized be in a

progressive fashion or a level one, clusters of an archive corpus may organized

be in a various leveled tree structure or in a level style.

Hierarchical Clustering: Hierarchical clustering techniques produce a nested

sequence of divisions, with a single, all-inclusive cluster at the top and a sin-

gle cluster of individual points at the bottom [15]. The hierarchical clustering

result can be an upside-down tree: the root of the tree is the highest level of

the cluster, the leaves of the tree are the lowest level clusters, which are the

individual documents, and the branches of the tree are the intermediate level

in the clustering result.

Agglomerative techniques are relatively common: it is quite straightforward

the most common distance calculation, and similarity measurement techniques

can apply.

B. Online and offline Clustering

Clustering algorithms grouped into online clustering algorithms and offline

clustering algorithms based on when clustering performed[16].

Online clustering algorithms perform document clustering when receiving the

request and return the request within a specific period. Online clustering re-

quires fast operations (low complexity) and makes the clustering result up-to-

date. Online clustering algorithms applied on small or medium size corpus.

Offline clustering, on the contrary, processes the documents and groups them

into relevant clusters before receiving the request. When a request is received,

offline clustering algorithms perform a few simple operations and then repre-

sent the clustering result. Compared with online clustering, offline clustering

performs most of the calculations before receiving the requests. It is relatively

complex (high complexity) and can apply to large document corpus. The major

disadvantage of offline clustering is that the clustering result is not up-to-date.

Sometimes it cannot reflect the fact that if a single document or a few docu-

ments added into the corpus before most operations are applied in along pe-

riod. Online clustering and offline clustering have their different applications:
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the former work to group the search results, and the latter is to organize the

document corpus.

[17] Proposed an online clustering of text documents using the Dirichlet pro-

cess mixture model. Every cluster modeled according to a multinomial dis-

tribution whose parameter follows a Dirichlet prior. For every arriving point,

the cluster to join or to open a new cluster decided through probabilities com-

puted using the Dirichlet process. Whenever a point joins an existing cluster,

the model is updated using Bayes rule.

C. Hard and Soft Clustering

Based on whether overlapping tolerated in the clustering result, clustering meth-

ods might result in hard clustering results or soft ones. It is common for one

document to have multiple topics. It might tag with many labels and groups

into more than one cluster. In this assumption, the overlapping of collection

allowed. So, soft clustering includes this kind of clustering algorithm that may

cluster documents into the different batch. Each item may belong to several

clusters and keep the boundaries of the collection “soft”. In general, with soft

clustering, each document will be assigned to more than one batch[18].

However, as stated in [19] some situations need one document that should only

be clustered into the most related category. This kind of clustering is called

hard clustering because each document belongs to exactly one cluster. It is very

important for the hard-clustering algorithms to decide which cluster is the most

matched one.

D. Documents-based and Keyword-based Clustering

Keyword-based and document-based clustering is different in the features based

on which the documents clustered.

Document-based clustering algorithms are applied to the document vector space

model in which every entry presents the term weighting of a term in the match-

ing document. Thereby a document mapped as a data point within an ex-

tremely high-dimensional space where each term an axis is. In this space, the

distance between points can be calculated and compared. Close data points
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can merge and cluster into the same group; remote points are isolated into dif-

ferent groups. Thereby the corresponding documents grouped or separated.

As document-based clustering is based on the “document distance”, it is very

important to map the documents into the right space and apply appropriate

distance calculation methods

Keyword-based clustering algorithms only choose specific document features

and a limited number of features, the clusters generated. Those limited features

are selected because they are the core features between the documents. The

features are shared among similar documents. Thereby how to pick up the

most core feature is a very important step in keyword-based clustering.

2.4 Algorithms for Text Feature Weighting
Document clustering goal is to isolate documents into meaningful clusters that

reflect the content of each document. For example, in the news wire, manu-

ally assigning one or more categories for each document requires exhaustive

human labor, especially with the huge amount of text uploaded online daily.

Thus, efficient clustering is essential. Another problem associated with docu-

ment clustering is the vast number of terms. In a matrix representation, each

term will be a feature and each document is an instance. In typical cases, the

number of features will be close to the number of words in the dictionary. This

imposes a great challenge for clustering methods where the efficiency will be

greatly degraded. However, a huge number of these words stop-words, either

irrelevant to the topic, or redundant. Thus, removing these unnecessary words

may help significantly reduce dimensionality.

Feature selection not only reduces computational time but also improves clus-

tering results and provides better data interpretability [20]. In document clus-

tering, the set of selected words that are related to a particular cluster will be

more informative than the whole set of words in the documents concerning that

cluster. Different feature selection methods have been used in document clus-

tering recently, for example, term frequency, pruning infrequent terms, prun-

ing highly frequent words, and entropy-based weighting.
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I. Term Frequency

Term Frequency is one of the earliest and most simple yet effective term meth-

ods. It dated back to 1957 in [21]. Thus, it is, indeed, a conventional term se-

lection method. In a text corpus, the documents that belong to the same topic

more likely will use similar words. Therefore, these frequent terms will be a

good indicator of a certain topic. It could be written that a very frequent term

that is normally distributed across different topics is non-informative; hence,

such a term is not unselected. It has to tell this technique pruning highly fre-

quent terms. Similarly, very rare terms should prune as well and that called

pruning infrequent terms. Stop words most likely will prune due to their high

frequency. Furthermore, words such as abecedarian will be ignored since they

will not be very frequent. TF for a term concerning the whole corpus given by:

T F (f i) =
∑
j∈Df i

tf ij (2.1)

II. Document Frequency

TF is an effective term selection method. However, it is not effective in terms

of term weighting, where all selected terms will assign the same weight. Also,

there is no chance to link TF value to any document. In other words, it cannot

distinguish between frequent words that appear in a small set of documents,

which could have discriminative power for this set of documents, and frequent

words that appear in all or most of the documents in the corpus. In order

to scale the term’s weight instead, the inverse document frequency (IDF). IDF

measures whether the term is frequent or rare across all documents: -

idf (f i) = log
|D |
|Df i|

(2.2)

Where the total is the number of documents (i.e., sample size) and D is the

number of documents that contain the term. The value of IDF will be high for

rare terms and low for highly frequent ones.

III. Term Frequency-Inverse Document Frequency

It is time now to combine the above-mentioned measures (i.e., TF and IDF) to

produce weight for each term in each document. This measure is called the
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TF-IDF. It is given by: -

tf − idf (f i,di) = if ij ∗ idf (f i) (2.3)

TF and IDF assign greater values to terms that occur frequently in a small set

of documents, thus having more discriminative power. This value gets lower

when the term occurs in more documents; while the lowest value is given to

terms that occur in all documents. In document clustering, TF, and IDF terms

that have higher had a higher ability for better clustering.

2.5 Text Similarity Measurement Metrics
Text similarity is all about how close two-piece of texts are both semantically

(semantic similarity) and lexically (lexical similarity). Similarity measure plays

important role in texts related research and applications like text clustering,

topic detection, question answering, and information retrieval. To measure

the similarity between two texts researchers found several methods like cosine

similarity, Jaccard Similarity, Jensen-Shannon distance, Word Mover Distance,

etc.

1) Cosine similarity

Cosine similitude is a measurement used to compare the relatedness of two

texts independent of their size. Mathematically, it measures the cosine of the

angle between two vectors projected in a multi-dimensional space. When texts

are represented as term vectors the similarity of two texts corresponds to the

correlation between the vectors. As stated in [22] the cosine similarity of two

texts on the vector space is a measure that calculates the cosine of the angle

between them. It is one of the most similarity measures used in texts. the

cosine of the angle between two vectors is given by:-

similarity = cos(di,dj) =
Di.Dj

‖Di‖‖Dj‖
(2.4)

When the cosine value is 1 the two text documents are similar, and 0 if there is

nothing in common between them. Mathematically speaking, Cosine similarity

is a measure of similarity between two non-zero vectors of an inner product

space that measures the cosine of the angle between them.
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2) Jaccard Similarity

Jaccard similarity or intersection over union is defined as the size of the inter-

section divided by the size of the union of two sets. In other words, Jaccard

similarity looks for the whole weight of shared terms to the total sum of terms

that are available in both of the two texts however are not shared terms [22].

The Jaccard similarity for two documents A and B is given by:-

J (A,B) =
|A∩B|
|A∪B|

=
|A∩B|

|A|+ |B| − |A∩B|
(2.5)

The Jaccard similarity is between 0 and 1, 1 means the two texts are the same,

and 0 means different. If A and B are both empty, define J(A,B)=1.

3) Euclidean Distance

Euclidean distance calculates the distance between two real-valued vectors. It

is the default distance used in classification (K-nearest neighbors), clustering

(K-means to find the “k closest points” of a particular sample point). Another

example is hierarchical clustering, agglomerative clustering (complete and sin-

gle linkage) where you want to find the distance between clusters.

It is just a distance measure between a pair of samples p and q in an n-dimensional

feature space: √√
n∑
i=1

(qi − pi)2 (2.6)

4) Jensen-Shannon distance

Jensen-Shannon distance tells us which documents are statistically close to each

other by comparing the difference in their distributions. Jensen-Shannon is a

technique for estimating the similarity between two likelihood disseminations.

For two distributions p and q the Jensen-Shannon similarity is given by:

JSD(P | |Q) =
1
2
D(P | |M) +

1
2
D(Q| |M) (2.7)

Where M = 1
2(P +Q)

2.6 Text Clustering Algorithms
Before we make go directly into clustering algorithms, let us initially set up

certain manners by which we can portray and recognize them. There are a
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couple of manners by which this is possible:

In hard clustering every item belongs to exactly one cluster whereas in soft

clustering items may be in one or more clusters. In hierarchical clustering,

items combine hierarchically so they will end in one root. A non-hierarchical

approach generates some categories by partitioning a dataset giving a set of

non-overlapping groups having no hierarchical relationships between clusters.

A) K-means

K-means is the most known flat clustering algorithm. The objective function

of k-means is to minimize the average squared distance of objects from their

cluster centers, where a cluster center defined as the mean or centroid µ of the

items in a cluster C:
−→µ (C) =

1
|C|

∑
−→
X ∈C

−→
X (2.8)

The ideal cluster in K-means is a sphere with the centroid as its center of gravity.

Ideally, the clusters should not overlap. A measure of how well the centroids

represent the members of their clusters is the Residual Sum of Squares (RSS),

the squared distance of each vector from its centroid summed over all vectors.

RSSi =
∑
−→
X ∈Ci

∥∥∥∥−→X − −→µ (Ci)
∥∥∥∥2

RSS =
K∑
i=1

RSSi

K-means can start with selecting as initial clusters centers K randomly chosen

objects, namely the seeds. It then moves the cluster centers around in space to

minimize RSS. This is done iteratively by repeating two steps until a stopping

criterion is met.

Reassigning objects to the cluster with the closest centroid.

Re-computing each centroid based on the current members of its cluster.
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B) Spherical K-means

Spherical k-implies is the most well-known strategy for clustering text data

where the calculation takes cosine similarity between information [23]. In the

clustering process, each cluster means vector refresh, just after all report vec-

tors have been appointed, as the (standardized) normal of all the text vectors

appointed to that group. The spherical k-means calculation looks like:-

• Normalize each data point.

• Clustering by finding center with minimum cosine angle to cluster points.

• Similar iterative algorithm to basic k-means.

2.7 Clustering Evaluation Metrics
The main aim of clustering is reaching high intra-cluster similarity (similarity

of text documents within a cluster) and low inter-cluster similarity (similarity

of text documents from different groups). When comparing a cluster solution,

we can consider the internal and external quality of clustering, the standard

measures of Purity, Entropy, F-measure and recall, precision are often com-

monly used to determine the quality of clusters [24]. In terms of IR Scholars

define that values that are correctly retrieved are named true positives while

values that are wrongly retrieved are false positive. True negatives are values

which are relevant but not retrieved and false negative are not important and

not retrieved.

a) Precision: the number of positive items predictions that actually belong to

the positive class.

precision (p) =
true positive

true positive+ f alse positive
(2.9)

b) Recall: refers to proportion number of correctly clustered text over total

number of test set.

recall (r) =
true positive

true positive+ f alse negative
(2.10)

c) F-measure: It is an optimization criterion that is used to balance between

recall and precision. In other words, it is a harmonic mean of precision and
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recall.

F −measure =
(β2 + 1) ∗ precision+ recall

(β2 ∗ precision) + recall
(2.11)

Where β parameter allows differential weighting of recall and precision, if it is

greater than one, then precision becomes more important than recall. On the

other hand, if it is less than one, then recall becomes more important. The other

possibility is if =1 then precision and recall become equal, and the f-measure

equation optimized to:

F −measure =
2 ∗ precision ∗ rcall
precision+ recall

(2.12)

d) Topic coherence: This measure scores a single topic by measuring the de-

gree of semantic similarity between high scoring words in the topic. F-measure

is used to distinguish the difference between semantically related and statisti-

cally artifacts topics. When we say that two topics are coherent, they support

each other. An example of coherent topics ‘football game is a team sport’, ‘foot-

ball game played with a ball’ and ‘football game needs great physical effort’.

There are different coherence score and let us see some of them how they can

be calculated.

• C_v: measure is based on a sliding window, one-set segmentation of the

top words and an indirect confirmation measure that uses normalized

mutual information (NPMI) and the cosine similarity.

• C_p: is based on a sliding window, one-preceding segmentation of the top

words and the confirmation measure of Fitelson’s coherence.

• C_uci: measure is based on a sliding window and the point-wise mutual

information (PMI) of all word pairs of the given top words.

• C_umass: is based on document co-occurrence counts, a one-preceding

segmentation and a logarithmic conditional probability as confirmation

measure.

• C_npmi : is an enhanced version of the C_uci coherence using the nor-

malized point-wise mutual information (NPMI).
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• C_a: is based on a context window, a pairwise comparison of the top

words and an indirect confirmation measure that uses normalized point-

wise mutual information (NPMI) and the cosine similarity.

e) Purity: according to [24], Purity is an external evaluation criterion of cluster

quality. It is the percent of the total number of objects (data points) that were

classified correctly, in the unit range [0...1].

purity =
1
N

k∑
i=1

maxj |ci ∩ tj | (2.13)

Where N = number of objects (data points), k = number of clusters, ci is a

cluster in C, and tj is the classification which has the max count for cluster ci.

When we say "correctly" that implies that each cluster ci has identified a group

of objects as the same class that the ground truth has indicated.

2.8 Topic Modeling
Topic modeling is an unsupervised machine learning strategy that’s able to

identify a set of documents/texts, detecting word and phrase patterns within

them. Also, group word collections that best characterize a set of reports. It

is ‘unsupervised’ because topic modeling doesn’t need any list of previously

predefined tags or labeled by human beings for training.

2.8.1 Latent Semantic Analysis (LSA)
Latent Semantic Analysis (LSA) is one of the most frequent topic modeling

methods analysts make use of. It is based on what is known as the distribu-

tional hypothesis which states that the semantics of words can be grasped by

looking at the contexts the words appear in. In other words, under this hypoth-

esis, the semantics of two words will be similar if they tend to occur in similar

contexts.

That said, LSA computes how frequently possible words happen within the

documents – and the total corpus – and expect that comparative archives will

contain roughly the same conveyance of word frequencies for certain words.

In this case, syntactic information (e.g. word order) and semantic information

(e.g. the variety of implications of a given word) are ignored and each archive

is treated as a bag of words.
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2.8.2 Latent Dirichlet Allocation (LDA)
Latent Dirichlet Allocation (LDA) is a generative probabilistic model of a cor-

pus. The basic idea is that document represented as random mixtures over

latent topics, where each topic characterized by a distribution over words.

Latent Dirichlet Allocation (LDA) and LSA are based on the same implicit in as-

sumptions: the distributional hypothesis, (i.e. similar topics make use of sim-

ilar words) and the statistical mixture hypothesis (i.e. documents talk about

several topics) for which a statistical distribution can be determined. The pur-

pose of LDA is mapping each document in our corpus to a set of topics which

covers a good deal of the words in the document.

The main difference between LSA and LDA is that LDA assumes that the dis-

tribution of topics in a document and the distribution of words in topics are

Dirichlet distributions. However, LSA does not assume any distribution and

thus, leads to more opaque vector representations of topics and documents.

There are two hyperparameters that control document and topic similarity,

known as alpha and beta, respectively. A low-value of alpha will assign fewer

topics to each document whereas a high value of alpha will have the opposite

effect. A low-value of beta will uses fewer words to model a topic whereas

a high value will use more words, thus making topics more similar between

them.

Topic models for texts viz., Latent Dirichlet Allocation, Dirichlet Compound

Multinomial mixture, and von Mises–Fisher mixture model implemented in an

online variant for text stream clustering by [25]. They concluded that vMF is

better than the other two for cluster discovery. Further, a hybrid topic model

proposed in [25] that uses both online and offline phases for efficient clustering.

2.9 Amharic Language
In this section, the literature’s written on the Amharic language that is relevant

for this thesis is briefly discussed. The historical details about the language,

the alphabet, the punctuation, the numbers, and the Morphological complexity,

and the syntactic discussed. In addition to these, the possible challenges that
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may occur while developing an automated system, which involves representing

the Amharic language in the machine, indicated.

2.9.1 History about the language
Amharic (/aem’haerik/ or /a:m’ha:rik/ (Amharic:  �-�) Amarñña is one of

the Ethiopian Semitic languages, which are a subgrouping within the Semitic

branch of the Afroasiatic languages. It is spoken as a first language by the

Amharas. Amharic is a Semitic language, related to Hebrew, Arabic, and Syr-

iac. Next to Arabic, it is the second most spoken Semitic language with around

27 million speakers. Also, for a long period, it has been the principal literal lan-

guage and medium of instruction and school subjects in primary and secondary

schools of the country. Moreover, it is the working language of the Ethiopian

Federal Government and some regional governments in Ethiopia, most docu-

ments in the country are produced in Amharic. There is an enormous produc-

tion of electronic and online accessible Amharic documents.

According to [26], Amharic is one of the Semitic languages spoken in north-

central Ethiopia. Next, to Arabic, it is the second most-spoken Semitic language

in the world and it is the official working language of the Federal Democratic

Republic of Ethiopia. It is also the native language of perhaps several million

Ethiopian immigrants, especially in North America and Israel. It is the second-

largest language in Ethiopia and possibly one of the five largest languages on

the African continent. As a result, it has an official status and uses nationwide.

Despite it has a large speaker population, the language has little computational

linguistic resources.

2.9.2 Amharic Orthography
Unlike Arabic, Hebrew, and Syria (other Semitic languages), Amharic is writ-

ten using a syllabic writing system, one originally developed for the extinct

Ethiopian Semitic language Ge’ez and later extended for Amharic and other

Ethiopian Semitic languages. As in other Abugida systems, each character of

the Ge’ez (or Ethiopic) writing system gets its basic shape from the consonant of

the syllable, and the vowel represented through more or less systematic modi-

fications of these basic shapes.
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The alphabet of the Amharic language consists of 33 core symbols or Fidel

( Jð
)Ėach of these core symbols occurs in seven different orders; the basic

character plus six different symbols or orders formed from the basic charac-

ter. There are also 37 further characters representing labialized variants of the

consonants followed by particular vowels. The complete system has 268 char-

acters. There is also a set of Ge’ez numerals.

2.9.3 Amharic Morph syntax
a) Amharic Morphology

Amharic is one of the most morphologically complex languages. Amharic nouns

and adjectives are marked for any combination of number, definiteness, gender,

and case. Moreover, they affixed with prepositions. For example, from the noun

p�* (tämari/student), the following words are generated through inflection

and affixation: p�*Î} (tämariwoč/students), p�*Í (tämariw/ the student

masculine/his student), p�*è (tämariyän/my student), p�*è� (tämariyän/my

student objective case), p�*= (tämariš/your feminine student), �p�* (lätä-

mari/for student), ¨p�* (kätämari/ from student), etc.

Amharic verb inflections and derivations are even more complex than those of

nouns and adjectives consisting of a stem and up to four prefixes and four suf-

fixes. The stem, in turn, is composed of a root, representing the purely lexical

component of the verb, and a template, consisting of slots for the root segments

and for the vowels (and sometimes consonants) that inserted around and be-

tween these segments. The template represents tense, aspect, mood, and one

of a small set of derivational categories: passive-reflexive, transitive, causative,

iterative, reciprocal, and causative reciprocal.

Amharic verbs are marked for any combination of person, gender, number,

case, tense/aspect, and mood resulting in thousands of words from a single

verbal root. As a result, a single word may represent a complete sentence con-

structed with subject, verb, and object.

2.9.4 Syntactic Structure of Amharic
Noun Phrases: An Amharic noun phrase has an explicit number, case, and def-

initeness. The accusative suffix appears obligatorily on definite direct objects
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and optionally on indefinite direct objects. An unusual feature of the language

is the placement of the morphemes marking case (either the accusative suffix

or one or another prepositional prefix) and definiteness [27] and [28]. These

affixed to the noun itself only when it has no modifiers. If the noun has an ad-

jective or relative clause modifier, the morphemes are normally affixed to the

first of these.” Headless noun phrases are common. These consist of one or

more relative clauses and adjectives. Examples: tilliqun “the big one (acc.)”,

yägäzzawn “the one (acc.) that he bought”.

Clauses: Unlike in other Semitic languages, all Amharic clauses headed by

verbs [29]. The copula, näw ( �Í) is a defective verb with only main clause

present forms. Its past filled by the defective verb näbbär ( �`-) which also

serves as the past of the defective verb of existence allä (  �)İn other cases,

the copula replaced by the perfect, imperfect, jussive-imperative, or gerund of

either the verb norä “live” or the verb honä “become”.

The basic word order of all Ethiopian Semitic languages is subject-object-verb

(SOV), a feature that probably results from contact with Cushitic languages. As

is common in SOV languages, the order of subject, object, and oblique argu-

ments of the verb is somewhat flexible. In particular, for pragmatic reasons the

subject can follow another argument: yohann1s mäskotun säbbäräw, mäsko-

tun yohannis säbbäräw, “Yohannis broke the window”. As in other Semitic lan-

guages, verbs agree with their subjects in person, number, and (in second and

third person singular) gender. Verbs also agree with definite direct or indirect

objects, but not both.

As in other Semitic languages, pronoun subjects and pronoun objects omitted

unless they emphasized. This fact, in combination with the elaborate deriva-

tional and inflectional verb morphology, means that sentences consisting of a

verb alone or the main verb and an auxiliary verb are uncommon: alt’äyyäqnatim

“we didn’t visit her”, laflallaˇcihu “shall I boil (sth.) For you please?” awwad-

dädun “they made us like each other”.

Either main clause verbs are in the perfect or a compound imperfect formed

from the simple imperfect and conjugated suffix forms of the defective verb of
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existence allä. Subordinate clause verbs are in the perfect, simple imperfect, or

gerund. tifäll1giyalläš “you (fem.sing.) Want”, bitt1fälligi “if you (fem.sing.)

Want”.

Cleft constructions are very common in Amharic [29]. Indeed, for questions,

cleft constructions are probably more common that non-cleft constructions. In

a cleft sentence, the focused argument placed first, followed by the conjugated

copula, followed by other arguments of the original verb, followed by the verb

in the relative form: mindin näw yäsäbbäräw “what did he break?” lit. “What

is it that he broke it”?

Relative clauses in Amharic consist of a relative verb and zero or more argu-

ments and modifiers of the verb, as in any clause. A relative verb is a verb in

either the imperfective or perfective with a prefix indicating relativism. As with

the main clause verb, a relative verb must agree with its subject and may agree

with its direct object if it has one. Both subjects and objects can relativized:

yemiwedat sEt “the woman that he likes”.

As noted above, when a noun is modified by a relative clause and has no pre-

ceding determiner, it is the relative clause that takes suffixes indicating defi-

niteness or accusative case or prepositional prefixes: yetemereqew lj wendmE

new,” ‘ The boy who graduated is my brother.” When a sequence of modifiers

precedes a noun, it is the first one that takes the suffixes or prefixes: yete-

mereqew gwebez lj, ‘the clever boy who graduated’.

Relative verbs agree with the main clause verbs that contain them. For exam-

ple, yemiwedat alderesem,” (He) who likes her didn’t arrive”, the third person

singular masculine subject in the main clause verb agrees with the third person

singular masculine subject of the relative clause verb.

Adverbial clauses usually indicated with prefix conjunctions on the relative

form of the verb (in which case the initial yä is dropped) or the bare imperfect:

silämmisäbräw “because he breaks it”, bisäbräw “if he breaks it”.

As is common in SOV (Subject-Object-Verb) languages [29], Amharic permits

the chaining of a number of clauses together in a single sentence without ex-

plicit conjunctions indicating the relationship between the clauses. The usual
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interpretation is sequentially. All verbs but the final one appears in the gerund

form. The final verb may be perfect, compound imperfect, jussive, or impera-

tive. All of the gerund forms agree with the subject of the final verb. Example:

bet tämälliso rat bälto täñña “He returned home, ate dinner, and went to bed”

lit. “Returning home (3 pers.sing.masc.), eating (3 pers.sing.masc.) Dinner, he

went to bed”.
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Chapter 3

Related Work

3.1 Introduction
Since the task of clustering is subjective, means that could be used for achiev-

ing this goal are plenty. Every methodology follows a different set of rules

for defining the similarity among data points. There are many clustering al-

gorithms known but few of the algorithms are used popularly. Text clustering

algorithms are split into many different types such as agglomerative clustering

algorithms, partitioning algorithms, and probabilistic clustering algorithms.

This chapter presents different research work done in text clustering under dif-

ferent approaches.

3.2 Hierarchical clustering Approach
Hierarchical clustering algorithms received their name because they build a

group of clusters that would describe as a hierarchy of clusters. The hierarchy

can be in a top-down (called divisive) or bottom-up (called agglomerative) fash-

ion. Hierarchical clustering algorithms are one of the Distanced-based cluster-

ing algorithms. It uses a similarity function to measure the closeness between a

text document. The general overview of the hierarchical clustering algorithms

for text data found in [30].

In the top-down approach, we begin with one cluster, which includes all the

documents. We recursively split this cluster into sub-clusters. In the agglom-

erative method, each document is initially considered as an individual cluster.

Then successively the most similar clusters merged until all documents em-

braced in one cluster. There are three different merging methods for agglomer-

ative algorithms:

1. Single Linkage Clustering: In this technique, the similarity between two

groups of documents is the highest similarity between any pair of docu-

ments from these groups.

2. Group-Average Linkage Clustering: In group-average clustering, the sim-

ilarity between two clusters is the average similarity between pairs of doc-
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uments in these groups.

3. Complete Linkage Clustering: In this method, the similarity between two

clusters is the worst-case similarity between any pair of documents in

these groups.

In [31] Hierarchical clustering algorithms have been employed to cluster doc-

uments with the help of instance and cluster level constraints. Their work has

been considered must-link and cannot-link constraints. They believe the use of

such constraints in hierarchal clustering is the best way to find specific kinds

of the cluster and avoid others. They test their state of the art with six real-

world UCI datasets. They find that the cluster-level constraint can reduce the

computational time between two and four-fold by effectively creating a pruned

dendrogram (A tree diagram used to show the arrangement of data into clus-

ters). To further improve the efficiency of agglomerative clustering they have

been introduced the constraint that allows the use of the triangle inequality to

save computation time.

The work named “Evaluation of Hierarchical Clustering Algorithms for Document

Datasets” [32] hierarchal clustering has been evaluated for document dataset

and perform comparison analysis with partitioned algorithms. Additionally,

they had a present new class of clustering algorithm named constrained ag-

glomerative algorithms. This algorithm combines the features of both parti-

tioned and agglomerative algorithms. In their experiment, they have been used

twelve datasets with the smallest and largest dataset contains 878 and 4,069

documents respectively.

3.3 Probability Clustering and Topic Models Approach
Topic modeling is one of the most popular probabilistic clustering algorithms

which has gained increasing attention recently. The main idea of topic mod-

eling [33] is to create a probabilistic generative model for the corpus of text

documents. In topic models, documents are mixture of topics while a topic is

probability distribution over words.

The two main topic models are Probabilistic Latent Semantic Analysis (pLSA)

28



[34] and Latent Dirichlet Allocation (LDA) [33]. [34] Introduced pLSA for doc-

ument modeling. pLSA model does not provide any probabilistic model at the

document level, which makes it difficult to generalize it to model new unseen

documents. [33] Extended this model by introducing a Dirichlet prior to mix-

ture weights of topics per documents and called the model Latent Dirichlet

Allocation (LDA).

In [35] the authors have been employed two different frameworks for unsuper-

vised topic modelling of CompWHoB Corpus, a political corpus collecting the

transcripts of the White House Press Briefings. To achieve their goal first, they

had employed LDA model approach by extracting from each answer/question

document only the topic with the highest probability. Secondly, they had ap-

plied the word embedding is generated from the Word2Vec model [36] to their

data to test how dense high-quality vectors represent our data. Finally, they

have been compared the result to show which one performs a better result on

the given dataset and Results show that the use of word embeddings outper-

forms the LDA approach but only if a linguistic task-oriented preprocessing

stage is carried out with purity 0.54 and 0.46 respectively.

The work in [37] have been proposed a generative model, which integrates

document clustering and topic modeling. Given a corpus, they have been as-

sumed there exist several latent groups and each document belongs to one la-

tent group. Each group possesses a set of local topics that capture the specific

semantics of documents in this group and a Dirichlet prior expressing pref-

erences over local topics. Besides, they have been assumed there exist a set

of global topics shared by all groups to capture the common semantics of the

whole collection and a common Dirichlet prior governing the sampling of pro-

portion vectors over global topics for all documents.

The accuracy of topic modeling-based clustering methods including LDA + K-

Means, LDA + Naïve are generally better than K-means, normalized cut, and

factorization-based methods. This corroborates their assumption that topic

modeling can promote document clustering. The semantics discovered by topic

models can effectively facilitate accurate similarity measure, which is helpful
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to obtain coherent clusters.

Latent Dirichlet Allocation (LDA) model

Latent Dirichlet allocation (LDA) is a generative probabilistic model of a cor-

pus. The basic idea is that documents represented as random mixtures over

latent topics, where each topic characterized by a distribution over words.

LDA assumes the following generative process for each document w in a corpus

D:

1. Choose N ∼ Poisson (ξ).

2. Choose θ ∼ Dir (α).

3. For each of the N words wn:

• Choose a topic zn ∼Multinomial (θ).

• Choose a word wn from p (wn |zn,β), a multinomial probability con-

ditioned on the topic zn.

More precisely a document of N words w =〈w1, w2, . . . . . . . . . . . .wN 〉 is generate

by the following process:

First θ is sampled from a Dirichlet (θ1, .. . . . ..θk) distribution. This means

that θ lies in the (k − 1)-dimensional simplex: θi ≥ 0,
∑
i θi = 1. Then for each

of N words at topic Zn ∈ {1, . . . . . . .k} is sampled from Mult (θ) distribution

p (Zn = i | θ) = θi. Finally, each word wn is sampled, conditioned on the Znth

topic from multinomial distribution p(w|Zn). Institutively, θi is can be thought

of the degree to which topic i is referred to in the document. The probability of

a documents is therefore:

p (w) =
∫
θ

 N∏
n=1

k∑
Zn=1

p(wn|zn;β)p(Zn|θ)

 p(θ;α)dθ

Where p(θ;α) is Dirichlet, p(w|Zn) is multinomial parametrized by θ. And

p(wn|zn;β) is multinomial over words. The model is parametrized by k-dimensional

Dirichlet parameters α = 〈α1, . . . . . . .αk〉 and a K× |V |matrix β which are param-

eters controlling the k dimensional distribution over words.
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The general architecture of LDA model depicted in figure 3.1 below.

Figure 3.1: Graphical model representation of LDA [33].

where:

M - denotes number of documents

N - is the number of words in a given documents (document I has Ni words)

α - is the parameter of the Dirichlet prior on the per-document topic distribu-

tions

β - is the parameter of the Dirichlet prior on the per-topic word distribution

θ - is the topic distribution for document

z - is the topic word in document

w - is the specific word.

Figure 3.1 represents graphical model of LDA as probabilistic model. As the

figure makes clear, there are three levels to the LDA representation [33]. The

parameters α and β are corpus level parameters, assumed to be sampled once

in the process of generating a corpus. The variables θd are document-level

variables, sampled once per document. Finally, the variables zdn and wdn are

word-level variables and sampled once for each word in each document.
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3.4 Partition Clustering Approach
Partitioned clustering algorithms compute a k-way clustering of a set of docu-

ments either directly or via a sequence of repeated bisections. A direct k-way

clustering commonly computed as follows. Initially, a set of k documents se-

lected from the collection to act as the seeds of the k clusters. Then, for each

document, its similarity to this k seeds computed, and it was assigned to the

cluster corresponding to its most similar seed. This forms the initial k-way

clustering. This clustering is then repeatedly refined so that it optimizes the

desired clustering criterion function. A k-way partitioning via repeated bisec-

tions obtained by recursively applying the above algorithm to compute 2-way

clustering (i.e., Bisections). Initially, the documents partitioned into two clus-

ters, and then one of these clusters selected and further bisected, and so on.

This process continues k -1 times, leading to k clusters. Each of these bisections

performed so that the resulting two-way clustering solution optimizes the par-

ticular criterion function.

The author in [15] the overall k-way clustering solution will not necessarily be

at local minima with respect to the criterion function. The key step in this

algorithm is the method used to select which cluster to bisect next. In all of

our experiments, we chose to select the largest cluster, as this approach lead to

reasonably good and balanced clustering solutions [15]. Extensive experiments

presented in [38], show that the clustering solutions obtained via repeated bi-

sections are comparable or better than those produced via direct clustering are.

Furthermore, their computational requirements are much smaller, as they have

to solve a simple optimization problem at each step. For this reason, in all

of our experiments we use this approach to compute partition-clustering solu-

tions.

K-Means

K-means is the most widely used clustering technique; it belongs to the class of

iterative centroid-based divisive algorithm. The algorithm tries to determine k

partitions that minimize the squared-error function. The k-means method can

apply only when the mean of cluster defined. The k-means algorithm for parti-
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tioning based on each cluster’s center, which represented by the mean value of

the objects in the cluster [14].

The author in [39] tries to combine the largest minimum distance algorithm and

traditional K-Means to improve the document clustering. This improved algo-

rithm can make up the shortcomings of the traditional K-Means algorithm to

determine the initial focal point. The improved K-Means algorithm effectively

solved two disadvantages of the traditional algorithm, the first one is greater

dependence to choose the initial focal point, and another one is easy to trap at

a local minimum. Testing the efficiency of the improved K-Means algorithm

composed of 20 random data and classified into five classes according to the

degree of the cluster. According to the academic analysis and result of the ex-

periment, the improved K-Means not only keeps the high efficiency of standard

K-Means but also raises the speed of convergence effectively by improving the

way of selecting the initial cluster focal point. The improved K-Means is ob-

viously better than standard K-Means in both cluster precision and stability.

3.5 Text Categorizer for Amharic Language
As stated in [13], Zelalem had investigated the characteristics of Amharic news

items for the Ethiopian News Agency (ENA) and designed a prototype that

has the capability of automatically classifying news items into their predefined

classes based on their content. Zelalem had applied statistical techniques of

automatic classification. Statistical techniques include document analysis, gen-

eration of document and class vectors based on document and class represen-

tatives, and matching document and class vectors to determine the class of a

document. The system can classify new documents by matching the document

vector with the centroid vector of each class. The document is routed to the

most similar class. The similarity between the document vector and the class

vectors computed to determine the class in which the document belongs.

The other research work in this domain is the one done by (Abraham, 2013).

Their work mainly focused on applying item sets method to categorize Amharic

documents. In addition to that, the implementation of all the required tools,

which helps to carry out automatic Amharic Document categorization using
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item sets method, was developed and the algorithm examined. According to

this proposed work experiment results item sets method is an efficient method

to categorize Amharic documents.

In (Abraham, 2013). the author has been investigated local document categoriz-

ing. The author had addressed the application of machine learning techniques

to automatic document categorization of Amharic news items. The machine

learning techniques NB and K-Nearest Neighbors (KNN) classifier used. As the

author stated, the main requirement of the classification scheme is to provide

sufficient background information on any topic. The tool supports different

classification methods such as NB, KNN, TFIDF, SVM, and probabilistic. The

average precision, recall and F1 values obtained are 96%, 97% and 96% respec-

tively.

Mulualem Wordofa [12] did Amharic document clustering using semantic in-

dexing for information retrieval. This work depended on the term frequencies.

In this work, a document summary for each cluster containing the unmistak-

able terms whose frequencies are high is set up in the wake of preprocessing of

the document. The author utilized K-means partitioning. As the experiments

have shown semantic indexing has improved the performance of Amharic in-

formation retrieval system from 60% to 66% F-measure.

3.6 Text Clustering for Non-Amharic Languages
In [40] the author uses two major topic model approaches. Namely using basic

topic model; and based on cluster-oriented topic model. At the end the author

evaluated the performance of the two approaches. The experimental result

shows that simple method can achieve better clustering accuracy and recall

than cluster-oriented.

Another research work with topic model to cluster scientific documents is done

in [41]. The author considers grouping of several collection of academic papers

into several cluster based on their content using topic modeling. To evaluate

the proposed method the author, collect a number of academic research papers

from seven different fields. As the result shows topic model results better than

four topic modeling algorithms.
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The study in [42] try to cluster chinse corpus into sentence level using k-means

algorithm and a continuous vector representation of sentences approach. Ac-

cording to the paper sentence, clustering is appealing problem in text clus-

tering in which a document may made up of only one single sentence. This

problem has been receiving special attention in the natural language process-

ing (NLP) community since it allows for training specific models for each of

the obtained clusters, leading to more task-focused models. Sentence cluster-

ing can also be of interest in other NLP tasks, such as done for text recognition

or statistical machine translation.

The authors in [43] introduced a novel clustering model based on the combina-

tion of Latent Dirichlet Allocation (LDA) and Word2Vec skip-gram model. The

model refines the information of short texts from academic abstracts accord-

ing to the feature of paragraphs and it generates topic embedding’s’ containing

more information compared with BOW model. It uses less data to train the

word embedding and probability matrix. They have shown that this method

has better performance than some traditional ones.

The work in [44] tries to cluster Arabic text with improved clustering algorithm

and dimensionality reduction. This research proposes three approaches; Unsu-

pervised, Semi-Supervised techniques, and Semi-Supervised with dimension-

ality reduction to construct a clustering-based classifier for Arabic text docu-

ments. After document, preprocessing removing stop words and gets the root

for each term in each document. They apply a term weighting method to get

the weight of each term to its document. Then apply a similarity measure

method to each document and its similarity with other documents. Also, using

F-measure, entropy, and support vector machine (SVM) to calculate accuracy.

The authors in [45] have present an approach to cluster from small to medium

texts corpora containing very short texts based on semantic enrichment of texts.

The semantic enrichment in the preprocessing step is a general-purpose ap-

proach. It expands the initial texts with additional features (tokens represent-

ing categories, synsets, glosses, hypernyms, or similar words), and does not in-

fluence the text clustering methods. The clustering methods still receive texts

35



as input, which can interpret as a bag of words, so this methodology can be very

easily deployed. The experiments concerning semantic enrichment for the data

sets showed that among the approaches using BabelNet tools, only the Babel-

synsets approach provided better results, whereas the other approaches did not

improve the clustering quality.

Previous works for local texts categorizing mainly focused on counting the fre-

quency of the appearance of a word in a given document. The main prob-

lem of this approach is that it does not consider the semantic relation between

words. What’s more that, these approaches not feasible for short texts because

the texts have only a few hundred words. The work of this thesis proposes

the use of a topic modeling method to cluster short texts. Therefore this thesis

work attempt to overcome the limitation of the above work with topic mod-

eling specifically LDA (Latent Dirichlet Allocation) to cluster short Amharic

texts. Moreover, it uses neural word embedding (Skip-gram model) for fea-

ture extraction to improve the clustering result which has not been used in the

previous works.
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Author/s Approach used Description

Mulualem Wordofa Document clustering using

semantic indexing for in-

formation retrieval (Bag of

words approach)

The author had tried to

categorize Amharic news

item.

Use frequency of appear-

ance of a word to construct

feature space of the text.

The limitation of the ap-

proach is that it is not fea-

sible for short text due to

short texts has few words

only.

Meron Sahlemariam Use news ontology The author has used news

ontology to categorize local

news item based on con-

cept.

But the limitation of this

approach is that it is very

difficult to construct an

ontology which can cover

all the news concept es-

pecially when news come

from different sources.

Zelalem Sintayehu Applied statistical tech-

niques ofautomatic classi-

fication

The author had applied

statistical method to in-

vestigateclassification of

Amharic news item based

on content.

The proposed approach

considers presence or

absence of words to con-

struct vector which is not

appropriate for short texts.
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Chapter 4

Design and Implementation of Short Amharic

Text Clustering using Topic Modeling

4.1 Introduction
This chapter briefly describes the proposed design and implementation of short

Amharic text clustering using a topic modeling approach. In the design and

implementation process of short Amharic text clustering, the main activities

include preprocessing, topic modeling, and clustering. Preprocessing activities

include tokenization, normalization, stemming, and stop word removal.

Topic modeling has some steps that make the texts suitable for topic extrac-

tion. This module identifies latent/hidden topics in short text-using LDA as

described in section 3.3 in detail and cluster texts into a different group based

on the feature extracted (topics). Moreover, all activities related to the imple-

mentation presented in this chapter.

4.2 Building Corpus
We had collected and built a corpus by crawls different news agencies’ websites

and from a set of publicly available short Amharic text collections. Mainly

based on news reports in local Amharic newspapers. The data source for this

study collected from https://www.fanabc.com/, http://www.waltainfo.com/,

http://www.zhabesha.com/ and https://www.ena.et/am/. The collected text

has multiple categories, such as health, art, politics, science and technology,

sport, and others.

4.3 Architecture of Short Text Clustering
As mention in chapter 1, the main aim of this thesis work is to use topic mod-

eling as a way of improving short text clustering. Figure 4.1 below shows the

general architecture of short Amharic text clustering using topic modeling. It

is structured into two modules based on the data and process flow between

the components. The preprocessing module is responsible for the target text

processing. The topic modeling module is responsible for using LDA for iden-
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tifying latent or hidden topics from short texts. The input for the system is a

short text and the output will be a set of clustered texts under different topics.

Figure 4.1: General architecture of short Amharic text clustering using topic

modeling

As shown in 4.1 the input of the system is a set of short texts. After prepro-

cessing the input texts, the preprocessing module will generate a set of prepro-

cessed text. The topic modeling module attempts to use LDA to find hidden

(latent) topics from the preprocessed text. After that, it will divide the text into

different categories based on the topic.

4.3.1 Pre-processing Module
As we have discussed at the beginning, the goal of this module is to generate

a set of preprocessed texts, which are important for clustering activities. As

we reviewed in Chapter 2, the existing clustering methods currently rely on

the frequency of words in the text and the inverse frequency of the document.

However, these approaches have limitations not to use in this thesis work. First

short texts have no enough word to consider and those texts are very sparse and

noisy so that they cannot be clustered using the above methods. Additionally,

those methods are not able to consider the latent topics in the texts.
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Instead, we rely on topic modeling that can address the above limitations. An

approach automatically finds hidden (latent) topics from the given corpus (in

our case short Amharic text corpus). To do so, we need to first preprocess the

Amharic text corpus that increases performance and reduces the runtime of the

clustering. This process is language-dependent and includes the following ac-

tivities: - tokenization, removing unnecessary words, changing characters and

words into their common form, sub-sampling frequent words, and stemming.

A. Tokenization

Tokenization is the process of splitting up the given text into units named to-

kens or it describes splitting text sentences into individual words. This is done

by locating word boundaries between two individual words. The tokens may

be words, number, punctuation marks, special symbols, etc. In Amharic a com-

mon way to split a text is using whitespace. It also considers compound words

like dp- �¨+ as hyphenated to keep the meaning of the word.

B. Removal of Extraneous Characters

Algorithm 1 Algorithm to remove Extraneous Characters

Store special characters in temporary variable

Read file name

for each file name in corpus do

Split into word and store in list

for Each element of the list do

if An element is one of the special character then

Discard the element

else

Return element.

Endfor

Endfor

The numbers, dates, punctuation marks and control characters in the text of

each file not considered for building a topic model, as they do not provide im-

portant information about target word meaning. Words containing numbers

like (2nd i.e. 2 �} or ¢Ü 03862) were excluded at the first phases of preprocess-

40



ing. Moreover, the standard control character; Amharic punctuation marks ac

e b d f and symbols borrowed from other languages (?,! , “,”, ‘, /, \, etc.) were

ignored.

C. Normalization

In Amharic, there are words, which can spell in different formats. It would

unnecessarily increase the number of words considered during topic modeling

that could reduce the efficiency and accuracy of the clustering. Hence, this

activity normalizes these spelling variations by changing the different forms of

a character into one common format. The other normalization issue related to

the shorthand representation of words like  /  , u/�, and =/ duHence, these

forms have been converted into their expanded long forms. Table 4.1 shows an

example of the character redundancy where more than one symbol is used for

the same sound.

Consonants Other symbols with the same

sound

� (hä) � � � � � »

0 (sä)  

  (ä) £ Ð Ó

8 (tsa) @

Table 4.1: Redundant Amharic characters

The algorithm that perform character normalization is given below.

Algorithm 2 Algorithm to Normalize Character

Read token of words as input

Find character with double values

Replace with common character

Return normalized character/s

D. Stemming

The other normalization activity is stemming the process of reducing inflected

(or sometimes derived) words to their stem. In this work, it is sufficient that

related words map to the same root(even if this stem is not in itself a valid root),
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and it provides a means to reduce index terms and hence save storage space,

maximizes the performance of cluster (accuracy and efficiency). In this thesis

work, we employ the stemming algorithm developed in [46]. Normally proper

names, dates, and numbers (i.e. resources and values) not to be subjected to

stemming since they will not be reduced to root words.

E. Stop-word Removal

It removes the most frequently occurring words from the text that do not pro-

vide important information about the meaning of the target words. The as-

sumption is that words, which occur frequently in almost all text, are non-

informative. Removal of frequent words during training results in a significant

speedup (around 2x - 10x), and improves the accuracy of the representations

of less frequent words [47]. Like other languages, some words in Amharic are

used very frequently in the normal usage of the language.

4.3.2 Topic Modeling Module
The topic modeling module includes activities like copy the tokens into dictio-

nary format; convert the dictionary into BOW representation.

Once the preprocessing module performs its task it will give the preprocessed

text to the topic modeling module. The topic-modeling module will try to find

the ‘topics’ from the preprocessed text.

A topic model is a type of statistical machine learning model for discovering the

abstract "themes" that occur in a document set. Topic modeling is a widely used

text-mining method for a finding of hidden semantic structures in a body of the

text. Intuitively, given that a document is about a specific subject, one would

expect similar terms to appear in the document more or less frequently: ‘$�’

(t’ēna/Health), ‘�­��’ (hikimina/Treatment), ‘`=s’ (beshita/Disease), ‘�5Rs
’

(hosipı̄tali/Hospital), ‘$� #bë’ (t’ēna_t’abı̄ya/ Health Station) , ‘�e(p0e’ (hi-

biretesebi/Society), ‘ð�’ (demi/Blood) , ‘$� %`C’ (t’ēna_t’ibek’a/ Health Pro-

tection) ‘Èc’ (weba/Malaria), ‘���’ (himemi/Pain), ‘­ucu’ (kitibati/Vaccination),

‘�õ��u’ (medihānı̄ti/Medicine), and ‘�-�+’ (mirimera/Investigation) will ap-

pear more frequently in texts about Health.

In texts about Sport ‘Ë�+’(wanich’a/Cup), ‘aõ�’ (budini/Team), ‘³5’ (kwasi/Ball),

42



‘¥
- ³5’ (igiri_kwasi/ Football), ‘ 0
#�’(āselit’anyi/Coach), ‘

’ (lı̄gi/League),

‘(Ës’(ch’ewata/Game), ‘)+’ (ruch’a/Run), ‘U*�è- 

’ (pirı̄mı̄yeri_lı̄gi/ Pre-

mier League), ‘�
’ (goli/Goal), ‘ 8�H’(āshenefe/Won), ‘JK’ (fı̄fa/FIFA), ‘ u�r­5’

(ātilētı̄kisi/Athletics), ‘p(Ë}’ (tech’ewachi/Player), ‘
%�ë’ (git’imı̄ya/Match),

‘ð�J’ (degafı̄/Fan), ‘ó�’ (danya/Judge), ‘ u�u’ (ātilēti/Athlete), and ‘5sòè�’

(sitadı̄yemi/Stadium) will appear. As usual, stop word and frequent words

will appear in both texts.

Topic modeling addresses the following type of problem: you have a collection

of documents (emails, survey responses, service tickets, product reviews, etc.),

and you want to find out the various topics that they cover and group them by

those topics.

The way these algorithms operate is by suggesting that each text is consisting of

a mixture of topics. And then trying to figure out how strongly each topic has

a presence in a specific document. This is achieved by grouping together the

texts based on the terms they contain, and finding similarities between them.

LDA is a type of unsupervised machine learning topic model which scanning

a set of documents (referred to in the NLP field as a corpus), examines how

words and expressions co-emerge in them, and consequently “learns” groups

or groups of words that best describe those documents. These arrangements of

words regularly seem to speak to a reasonable subject or theme.

In somehow, every topic-modeling algorithm starts with the presumption that

your documents consist of a fixed number of topics. The model then assesses

the evaluate the basic structure of words in your datum and endeavors to find

the groups of words that best “fit” your corpus-based on that constraint.

For the proposed work, we will use LDA (latent Dirichlet allocation). In LDA,

each document is viewed as a mixture of various topics where each document

considered having a set of topics assigned to it via LDA. This is identical to

probabilistic latent semantic analysis (pLSA), except that in LDA the topic dis-

tribution assumed to have a sparse Dirichlet prior. The inadequate Dirichlet

priors encode the instinct that documents cover only a small set of topics and

that topics use only a small set of words that appear frequently. In fact, this re-
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sult leads to a high degree of disambiguation of words, and the task document

of the topic becomes more and more accurate.

Imagine a fixed arrangement of topic. We characterize every topic as spoke

to by an (unknown) arrangement of words, those topics are that our writings

spread, however we don’t have the foggiest idea what they are yet. LDA at-

tempts to outline the (known) records to the (unknown) subjects in a way with

the end goal that the words in each document generally caught by those topics.

Reports with a similar subject will utilize comparative words. It accepted also

that a blend of topics makes each document, and each word has a likelihood of

having a place with a specific topic.

LDA expect documents are created the accompanying way: pick a blend of top-

ics (state, 20% subject A, 80%, subject B, and 0% subject C) and afterward pick

words that have a place with those subjects. The words are picked aimlessly as

indicated by the fact that they are so prone to show up in a specific document

as appeared in the figure 4.2 below.

Figure 4.2: Assumption how LDA works

Obviously, in actuality, documents are not composed along these lines that

would be mad. Documents composed by people have qualities that make them

meaningful, for example, word requests, sentence structure, and so forth. How-

ever, it can contend that just by taking a gander at the expressions of a docu-

ment, you can identify the topic, regardless of whether the real message of the
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document doesn’t come through.

This event is the thing that LDA does. It saw a report and accepted it to be

generated as described earlier. At that point, it works in reverse from the words

that make up the document and attempts to figure the blend of subjects that

brought about that specific game plan of words. See the figure 4.3 below.

Figure 4.3: How LDA actually works.

Something we should specify about the execution is that it has two hyper pa-

rameters for preparing, ordinarily called α (alpha) and β (beta). Recognizing

what these do is significant for utilizing libraries that actualize the implemen-

tation.

Alpha controls the similitude of documents. A low value will speak to reports

as a mixture of barely any subjects, while a high value will yield documents

characterizes of more topics - making all the documents show up increasingly

like one another.

Beta is the equivalent but for topics, so it controls topic closeness. A low value

will represent topics as increasingly unmistakable by making less, interesting

words have a place with every topic. A high value will have the contrary impact,

bringing about topics containing more words in like manner.

To support the above idea let us give our sample-trained model with some of
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the selected datasets shown in the image below.

We have set our training model algorithm as follow:

Algorithm 3 LDA model training Algorithm
Input: Short Amharic Texts

Output:Trained LDA model

1: Start:

2: Read Datasets

3: Pre-process the data-sets

4: Split the data into word and store into list

5: Copy the list into Dictionary

6: Convert dictionary into bag of words representation

7: Set appropriate LDA model parameters

8: Train the model

9: Save the Model

10: Stop.

Apart from that, alpha and eta are hyperparameters that affect sparsity of the

topics. According to [49] in Gensim both defaults to 1.0/num_topics prior.

Chunksize is the number of documents to be used in each training chunk. up-

date_every determines how often the model parameters should be updated and

passes is the total number of training passes.

4.3.3 Neural Word Embedding (Word2Vec)
This subcomponent focuses on constructing the semantic representation of words

based on the statistical distribution of the co-occurrence of words in the text

corpus. The meaning of a word is represented by its corresponding vector. We

use the Skip-gram Word2vec algorithm to build a semantic model, which in-

cludes the semantic representation of all words in the preprocessed Amharic

corpus. Skip-gram is a predictive neural word embedding algorithm. It uses

the current word to predict the surrounding window of the context word. Com-

pared with the earlier distribution model algorithm, it has many advantages.

[36].
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Skip-Gram Model

The objective of the model is to find word representations that are useful for

predicting the co-occurring words in a given texts. According to [36] to predict

c context words having one target word on the input as it is shown in the figure

4.4 below. More formally, given a sequence of training words w1, w2, w3, . . .,

wt., the objective of the model is to maximize the average log probability:

1
T

T∑
t=1

∑
−c≤j≤c,j,0

logp
(
wt+j

∣∣∣ wt) (4.1)

Where -c and c are limits of our context window (size of context window). The

basic model formulation defines p(wt+j |wt) using the softmax function:

p (wO|wI) =
exp

(
v
′
wOT vwI

)
∑W
w=1 exp

(
v
′
wT vwI

) (4.2)

where vw and v′w are the “input” and “output” vector representations of w, and

W is the total number of words in preprocessed Amharic corpus.

Figure 4.4: Skip gram model.

We have implemented our proposed model using LDA as its fragment code

shown below. The LDA model has some parameters. the parameters include

corpus, update_every, chuncksize, alpha, passes, and etc.

from gensim import corpora,models

id2word=corpora.Dictionary(text)

corpus=[id2word.doc2bow(text) for text in text]

num_topic=6
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lda_model=models.LdaModel(corpus, num_topics=num_topic,\

id2word=id2word,update_every =0, \

chunksize=300, passes=30,\

alpha=0.5 per_word_topics=True)

4.3.4 Clustering Algorithm
Clustering is a Machine Learning technique that involves the grouping of data

points. Given a set of data points, we can use a clustering algorithm to classify

each data point into a specific group. In theory, data points that are in the

same group should have similar properties and/or features, while data points

in different groups should have highly dissimilar properties and/or features.

Clustering is a method of unsupervised learning and is a common technique

for statistical data analysis used in many fields.

Spherical K-means

Spherical k-implies is the most well-known strategy for clustering text data

where the calculation takes cosine similarity between information [23]. In the

clustering process, each cluster means vector refresh, just after all report vec-

tors have been appointed, as the (standardized) normal of all the text vectors

appointed to that group. The spherical k-means calculation looks like:-

• Normalize each data point.

• Clustering by finding center with minimum cosine angle to cluster points.

• Similar iterative algorithm to basic k-means.

Finally, clustering activity which is assigning unseen text to a certain cluster

with a clustering algorithm. The algorithm that perform the clustering is given

as:

48



Algorithm 4 Algorithm to cluster text

1: Load saved cluster features

2: Read test set texts

3: Pre-process

4: for Each file name in test set do

5: Calculate similarity with the cluster features

6: if text is the similar to one of the clusters then

7: Cluster text to the most similar cluster feature

8: Return cluster ID

9: else

10: Return text not clustered

11: EndIf

12: Endfor
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Chapter 5

Experiment and Evaluation

5.1 Introduction
In this chapter, we have present an evaluation of the proposed framework. The

evaluation of the framework is an important part of any work to check whether

it meets its goal or not. To conduct the experiment, we have followed a set of

procedures, which consist of a set of activities. In the subsequent pages of this

thesis, we will discuss the procedures and the results.

5.2 Experimental Procedure
To assure how our thesis work meets the design goals we conducted experi-

ments for each class of text. In the following Section the evaluation metrics

along with the corresponding results of the proposed short Amharic text clus-

tering system, data collection, sample selection techniques will be presented.

The standard methods that are used to evaluate a clustering activity are used

to evaluate the performance of the system. We follow necessary procedures for

experimental activities to conduct the experiment from the beginning to the

end.

Before we start performing actual clustering it is important to identify the ap-

propriate number of clusters (K) for our data-set. We have used a graphical tool

named Average Silhouette Method.

Average Silhouette Method:

Briefly, it quantifies the nature of a clustering. That is, it decides how well each

item exists in its cluster. A high average silhouette width demonstrates a good

clustering.

Average silhouette technique figures the average silhouette of perceptions for

various estimations of k. The ideal number of cluster k is the one that maximize

the average silhouette over a range of potential qualities for k [50].

The algorithm is similar to the elbow method and can computed as follow:

1. Compute clustering algorithm (e.g., k-means clustering) for different val-

50



ues of k. For instance, by varying k from one to 10 clusters.

2. For each k, calculate the average silhouette of observations (avg.sil).

3. Plot the curve of avg.sil according to the number of clusters k.

4. The location of the maximum considered as the appropriate number of

clusters.

As we see in the figure 5.1 below the appropriate number of cluster K for our

dataset is six.

Figure 5.1: Silhouette score to identify number of cluster K.

Depending on the above experimental result the appropriate number of cluster

(K) for our dataset has been set to six.

5.2.1 Data Collection
As mentioned in 4.2, we have considered Amharic short news texts to develop

the corpus for the work of this thesis and demonstrated the process of auto-

matic clustering of Amharic short texts. The collected news items are only

news items with only a few hundred words. The collected texts have a num-

ber of categories such as Health, Art, Politics, Science and Technology, Sport,
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and Others as they are categorized in the news website. Total number of texts

collected for this work is Art=1016, Health=446, others=1040, Politics=1013,

Sport=877 and Science and Technology=1308, total 5700 short Amharic texts.

5.2.2 Sample Selection
Of the 5700 short Amharic news items collected from different local news sites,

5174 texts have been used for training, and 526 of them are prepared for test-

ing. Which means for each and every text class we have used 90% of the data

for training and the rest 10% for testing. We have used probability sampling

techniques which is appropriate for unsupervised machine learning. The data

preparation includes preprocessing the texts. The test set texts come from the

"art", "health", "sports", "politics", "other" and "science and technology" text cat-

egories.

5.2.3 Prototype Development For Training
A prototype is an early sample, model, or release of a product built to test a con-

cept or process. It is a term used in a variety of contexts, including semantics,

design, electronics, software programming, and machine learning. Prototypes

can help evaluate new designs to improve the accuracy of system analysts and

users. Prototype design aims to provide specifications for the actual working

system, not for the theoretical system. In some design workflow models, creat-

ing a prototype is the step between the model development and the evaluation

of an idea.

The prototype used for training the model is depicted in figure 5.2 below. The

process of training a model involves providing a machine learning algorithm

(that is, the learning algorithm) with training data to learn from. The machine

learning model refers to the model artifact that is created by the training pro-

cess. As it is shown in the figure, the input for the system is a short Amharic

text. The input texts are preprocessed using the preprocessing module before

the LDA method has been employed to extract the topic. LDA topic extrac-

tion is followed by feature extraction and then clustering. The prototype has

a number of components like input corpus (short Amharic text), preprocess-

ing module, LDA method, feature extraction, and finally, clustering based on
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features extracted. A detailed description of each component is given.

Figure 5.2: Training Prototype.

The first component for the above figure is a collection of short Amharic text

collected from different local news agencies like Fanabc.com, waltainfo.com,

ena.com, etc. Form the collected texts training datasets were used to train the

model. After the training datasets get into the system preprocessing module

has been applied to them to process for better training.

The first component of preprocessing module is tokenization. It is splitting

sentence into tokens. The tokens may be words, number, punctuation marks,

special symbols, etc.

Another sub-component of the preprocessing module named normalization

was used to normalize different Amharic characters into a single common for-

mat. In Amharic, there are words, which can write in different formats. It

would unnecessarily increase the number of words considered during topic

modeling which could reduce the performance of the clustering activity. There-

fore, this component normalizes these spelling variations by changing the dif-

ferent formats of a character into one common form. For example, the charac-

ters �, �, �, �, �, », � should be normalized into common format � (hä) and

the same is true for another Amharic redundant characters. Another normal-

ization issue is related to shorthand representation of words like  /  , u/ �
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and =/ du. Therefore, these formats should convert into their expanded long

formats.

The next component of the preprocessing module is stemming. As usual, stem-

ming was used to change inflected/derived words into their root form. In this

thesis work, it is sufficient that related words map to the same stem (even if this

stem is not in itself a valid root). For this thesis work proper names, dates, and

numbers (i.e. resources and values) not to be subjected to stemming since they

will not be reduced to root words.

Preprocessing module complete its task by removing stop words (words that

appear most commonly in all texts but not necessary for topic modeling). It

also remove extra unnecessary character likes punctuation, numbers dates.

The preprocessed text has been pass though LDA (Latent Dirichlet Allocation)

method so that hidden/latent topics to be extracted. LDA find topics from the

preprocessed texts.

After LDA extract topics from the pre-processed texts, extracted topics have

been saved as feature topics. For our dataset after our model trained success-

fully and identifies a set of topics for a given dataset, we have selected the top

30 keywords(vocabulary) based on probability and save as CSV file with a topic

number, keyword, and probability as column values.

5.2.4 Model Parameter Optimization
LDA model has a number of parameters and some of them has been optimized

as follow:

• corpus: Set of document vectors or sparse matrix of shape of training

datasets. Since topic modeling is unsupervised it need huge collection

of corpuses for better training result. We have trained our model over a

collection of 5174 texts corpus under six different categories.

• num_topics: The number of requested latent/hidden topics to be ex-

tracted from the given training corpus. For our dataset as stated in section

5.2 the optimal number of topics is set to 6.
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• id2word: After texts are tokenized into word level token id2word map

from word IDs to exact words. It is used to determine the vocabulary

size, as well as for debugging and topic printing.

• chunksize: Number of documents to be used in each training chunk.

How many texts should be considered in each of training iterations. In

our experiment we have set 300 texts per each training iteration.

• passes: Number of passes through the corpus during training. How many

times does the training pass through the given corpus? The more the

value more hidden/latent topics covered. We have set number of passes

to 30 for each dataset.

• update_every: Number of documents to be iterated through for each up-

date. Set to 0 for batch learning, > 1 for online iterative learning. Used

to update the model every number of documents. Our model training is

batch learning we have set this value to 0.

• alpha: Is Dirichlet distribution over the text. Every topic is given the

same alpha value. Alpha can have different values like 0.1, 0.4, 1.0 etc. At

low alpha values (<1) most of the topic’s distribution samples are near the

topic. For really low alpha values means a document may have one topic.

For alpha values greater than one the samples come together. Which

means large alpha value the topics become uniform. For our experiment

we have set alpha value to 0.5.

• per_word_topics: Setting this to True allows for extraction of the most

likely topics given a word. The training process is set in such a way that

every word will be assigned to a topic. Otherwise, words that are not

indicative are going to be omitted

After the model successfully trained, it has identified the latent/hidden topics

for the health dataset as shown in the figures 5.3 below.

To interpret the result the model is set to identify health topics from the health

dataset and print their top 50 most relevant keywords as displayed in figure

5.3.
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Figure 5.3: Health topics identified by trained LDA model.

The topic is represented as 0.026*"$�" + 0.016*" `=s" + 0.016*" �­��" + 0.010*"

�5Rs
" + 0.007*" �õ��u" + 0.005*" ð�" + 0.004*" �e(p0e" + 0.004*" Èc" +

0.004*" ���" + 0.003*" $� %`C" + 0.005*" ­ucu” and so on.

Which means the top 50 keywords those participate for this topic are $�, `=s,

�­��, ð�, Èc, �5Rs
, ­ucu, ��� and so on. The weights are indicating the

value of the importance of each keyword for the topic. Based on the keywords

displayed one can guess that the text is about Health related. More results are

presented in annex C.

5.2.5 Neural Word Embedding
We have trained word embedding on the preprocessed texts. We used the

Word2Vec approach for representing a word based on its embedding. Word2Vec

generates a set of vectors, one vector for each keyword found within the content

corpus. We have trained the embedding over 5174 short texts. The output has

dimension 300 x V , where V is the size of a unique set vocabulary of a given

text. The training was done for each text class independently.

The table 5.1 below shows the co-occurrence of top 5 words of a given keywords

trained by the model from each class of texts.
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keywords Co-occurrence word with embedding distance

`=s �¨�¨
 �F# - �
­u p B �+bë

0.96162831 0.95140266 0.9501976 0.94692397 0.94451689

J
� 0* Ø�b pË�í �«U ¢�ñ5u*

0.93894910 0.92178833 0.9065705 0.89874422 0.88705646

0�� ¥�ò¨`- �Ý` ¥-E =�
� ¥�ò0M�

0.91373586 0.9050892 0.88413858 0.88402950 0.88249123

�
  �@= �¨+¨*ë �ð��	� È���� ��(u

0.92863100 0.91874849 0.91441309 0.91246187 0.91179275

¦
�R­ ¦
�Rëõ �ó
ë  í¦2 �
f- È-
õ

0.87799715 0.87279725 0.86844289 0.86452972 0.85007387

�p
`*ë �4��- ���ªë éuée �H��
ë 5«íU

0.96472603 0.962287783 0.96049332 0.95569443 0.9472374

Table 5.1: Word embedding sample

5.3 Evaluation
The clustering result has been evaluated with evaluation metrics of clustering

like precision, recall and F-measure. If clustering is done with ground truth

labels being present, validation methods and metrics of supervised machine

learning algorithms can be used.

Cosine similarity measure is used to calculate the similarity between trained

feature and test set texts. The cosine similarity is advantageous because even

if the two similar documents are far apart by the Euclidean distance because

of the size (like, if some words appeared more times in one document and less

in another) they could still have a smaller angle between them. Smaller the

angle, higher the similarity. Which means Cosine similarity is a metric used to

measure how similar the texts are irrespective of their size.

The final activity is grouping of related texts using the weighted semantic fea-

tures of the text document. Text documents are clustered using spherical k-

means clustering algorithm in which all text vectors are normalized and cosine

similarity measure is applied.
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As shown in the figure 5.4 below the trained model is able to predict most of

art test set into their correct cluster id. We have 6 cluster id (1=art, 2=health,

3=other, 4=politics, 5=sport and 6=science and technology). For example, total

test input text for art dataset set is 101 and out of those 94 has been clustered

to art cluster id 1 (true positive); 7 of them clustered in another cluster dataset

(false negative); 14 from other dataset cluster to art cluster id (false positive)

and 4 dataset has not been clustered.

Depend on the above information we can calculate precision, recall and accu-

racy for art as follow and the same as for rest dataset:

Precision (P)=true positive/(true positive + false positive)

P=94/(94+14)

=94/108= 0.87

Recall (R)=true positive/(true positive + false negative)

R=94/(94+7)

=94/101=0.93

In figure 5.4 below we have present sample clustering result of art test set with

text id and cluster id. More clustering result presented in annex D.
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Figure 5.4: Sample Snapshot of art test set clustering result.

The result for each class of short texts clustering result with LDA is shown in

the table 5.2 below.
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Text class Number of input docu-

ment

P R Accuracy

In %

Art 101 0.87 0.93 89.9

Health 45 0.83 0.87 85

Politics 93 0.94 0.935 93.7

Sport 85 0.94 0.96 94.9

Science and

Technology

98 1.0 0.92 95.8

Other 104 0.93 0.8 86

Total 526 0.9 0.9 90

Table 5.2: Evaluation Result of LDA model Without Word Embedding.

As shown in the table above the overall performance of LDA model to cluster

a total of 526 short texts into six different topics. For each text class we have

calculate precision, recall and average accuracy. The total performance of the

proposed model is 0.9 of precision, 0.9 of recall and 90% of accuracy. That is

from 526 texts 473 of them has been clustered correctly.

In the next table 5.3 we have shown the evaluation of our LDA model trained

with word embedding as feature extraction.

From table 5.3 we can notice that word embedding helps the LDA model to

predict more accurately than normal LDA. Out of 526 shot texts prepared for

testing the LDA model with Word embedding cluster 510 of them correctly

which means 97.17% of average accuracy. But our model without word embed-

ding has an average accuracy of 90% as it has depicted in table 5.2.
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Text class Number of input

document

P R Accuracy

In %

Art 101 0.99 0.98 98.47

Health 45 0.9767 0.9333 95.45

Politics 93 0.9887 0.9462 98.42

Sport 85 0.9764 0.9882 98.47

Science and

Technology

98 0.989 0.9489 96.8

Other 104 0.99 0.96 97.4

Total 526 0.985 0.959 97.17

Table 5.3: Evaluation Result of LDA with Word Embedding

Figure 5.5: Accuracy difference between LDA and LDA with word embedding.

In figure 5.5 we have depicted the accuracy difference between LDA and LDA

with word embedding as feature extraction. In the next figure 5.6 we have

depicted the accuracy value difference of clustering with and without word

embedding.

In general, the LDA model is able to predict short texts into their correct class.

But to improve its clustering accuracy a better feature extraction methodology

should be employed. As we have seen in the previous section the clustering

accuracy of the LDA model increase from 90% to 97.17% when we use word
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embedding as a feature extraction technique.

Figure 5.6: Performance curves of clustering with and without word embed-

ding.
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Chapter 6

Conclusion, Contribution and Recommenda-

tion

6.1 Conclusion
In this thesis work, we have undertaken the clustering of short Amharic texts

using topic modeling. To accomplish the study activities like corpus prepara-

tion, preprocessing, design, implementation, and evaluation has been done.

The corpus preparation activity performed crawl different local news websites

and collect different collection of short news items under different categories.

After collecting the news items, the preprocessing module performs stemming,

normalization, and stop word removal on the corpus for better machine learn-

ing.

The main activity of this thesis work is developing a model for short Amharic

text clustering using the topic modeling approach. We used the Latent Dirich-

let Allocation (LDA) as a topic modeling tool. LDA assumes a document is a

collection of random topics, while the topic is a probability distribution over

words. LDA tries to find hidden or latent topics from a given document. In

this thesis work, LDA finds out a topic for six different classes of short Amharic

texts. To improve better extraction of topics we have combined neural word

embedding and topic model to improve the clustering accuracy.

For our experiment, we have identified an optimal number of cluster k is to be

six with the Average Silhouette Method.

We have conducted the training experiment on total of 5174 short Amharic

texts in art, health, politics, sport, science and technology and other class of topics.

We have used 526 texts for testing. Each and every text class recall, precision

and accuracy has been recorded and the model has total accuracy of 90% with-

out word embedding and 97.17% of accuracy with word embedding as feature

extraction as depicted in table 5.2 and 5.3 above respectively. This shows that

using word embedding as feature extraction has increase the model accuracy

by 7.17%.
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The main tasks undertaken to meet the objective of this thesis work are:

• Identify the requirements for topic modeling and understand the required

python libraries.

• In this work we have constructed a generic topic model that can cluster

short Amharic text.

• Develop prototype for topic model training.

• Train the proposed model with set of training data.

• Test the developed model with unseen texts.

6.2 Contribution
The contribution of this thesis work is summarized as follow:

• We have developed a model that can cluster short texts into a different

group based on the topic.

• This thesis work shows the accuracy difference between clustering texts

using topic modeling with and without neural word embedding as feature

extraction.

• This thesis work shows that a better feature extraction technique can im-

prove the clustering accuracy.

• This thesis work shows that we can use topic modeling as an approach to

perform automatic text clustering.

6.3 Recommendation
Topic modeling is a tool that improves the clustering of texts based on topics.

This work tries to address the clustering of short texts using topic modeling.

But another researcher effort is needed to make unsupervised text clustering

more accurate. There is an assumption that it is possible to cluster too short

texts like posts blogs, tweets, comments, opinions into topics beyond senti-

ment. Future research should consider the following issues:
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• Developing an appropriate topic model for short texts because shorts

texts do not have enough words they cannot be clustered using a bag of

words approach.

• It is better to consider different feature extraction metrics for a better

analysis and appropriate data sampling technique.

• For this thesis work we have used LDA as a tool to extract topics and it is

unsupervised, but this tool may not be good enough to cluster too short

texts. So another research can consider better topic modeling.

• As described in section 5.2 we have set our number of topics to be iden-

tified to six, next researches can use more sets of text and a more number

of topic.

• Next researchers can consider clustering of even too short texts using fea-

ture enrichment techniques.
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Annex: A Unprocessed short text sample used for this work.
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Annex: B Some of Stop Words Used for this work
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Annex:C Topics identified for Art, Science and Technology and

Other text class with our model respectively.
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Annex:D Sample snapshot of clustering result for sport and

health dataset respectively.
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