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Abstract

Background: Major Depressive Disorder is one of the most prevalent mental disorders and the

leading cause of disability worldwide with lifetime prevalence estimates ranging from 7% to 21%.

Symptoms of major depressive disorder are depressed mood, loss of interest, decreased energy,

sadness, feelings of guilt or low selfworth, disturbed sleep or appetite, etc. Symptomatic recovery

is a dimensional measure that refers to improvement in the magnitude of symptoms.

Objective This study aimed to model time to first symptomatic recovery of major depressive dis-

order in Jimma University Medical Center.

Methods: The data for this study was major depressive disorder patients under follow up at Jimma

University Medical Center from Semptember 1, 2018 through August 31, 2020. Weibull, Log-

logistic and Lognormal as baseline hazard functions with the Gamma and Inverse Gaussian frailty

distributions were used. To select best model Akaike Information Criteria was used. Data analysis

is done using R statistical software.

Results: The median first symptomatic recovery time of patients was 7 months of which about

54.1% were experienced first symptomatic recovery from major depressive disorder. The clus-

tering effect is significant on modeling time to first symptomatic recovery from major depressive

disorder. According to the result from lognormal inverse-gaussian frailty model, marital status,

khat chewing, educational level, employment status, substance abuse and other cofactors were the

significant factors at 5% level of significance.

Conclusion: Lognormal-inverse- Gaussian frailty model is the model that best describes time-to-

first symptomatic recovery of the major depressive disorder dataset. Being educated and employed

significantly shortens the time-to-first symptomatic recovery from major depressive disorder while

being divorced, khat chewers, substance abuse and with other cofactors prolongs the time- to-first

recovery from major depressive disorder. For those groups whose recovery time was prolonged,

health professionals (physicians) should give good treatment for patients for identified stakehold-

ers on identified risk factors.

Keywords:- Depressive Disorder, Heterogeneity, Shared Frailty Model, Symptomatic Recovery
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1 Introduction
1.1 Background of the Study

Major Depressive Disorder is a common, often chronic and recurrent condition, marked by per-

sistent suffering and poor overall health and with deleterious effects on psychosocial, academic,

vocational and family functioning. Major Depressive Disorder is one of the most prevalent men-

tal disorders and the leading cause of disability worldwide [1], with lifetime prevalence estimates

ranging from 7% to 21% [2].

Major Depression disorder, also known as unipolar or clinical depressive disorder, is a mental ill-

ness problem that affects mood. Symptoms of major depressive disorder are depressed mood, loss

of interest and enjoyment, decreased energy, sadness, anxiety, agitation or restlessness, feelings of

guilt or low selfworth, disturbed sleep or appetite, etc. Major Depressive Disorder is a major cause

of disability and contributor to the global burden of disease affecting more than 300 million people

worldwide [3]. Despite its prevalence and disability, its neurobiological mechanisms remain in-

completely understood. Magnetic resonance imaging (MRI) research has a significantly advanced

understanding of brain changes associated with depression [4].

A major depressive episode is characterized by the presence of a severely depressed mood that

persists for at least two weeks [5]. Episodes may be isolated or recurrent and are categorized as

mild (few symptoms in excess of minimum criteria), moderate, or severe (marked impact on social

or occupational functioning). An episode with psychotic features commonly referred to as psy-

chotic depression - is automatically rated as severe. [6]. If the patient has had an episode of mania

or markedly elevated mood, a diagnosis of bipolar disorder is made instead. Depression without

mania is sometimes referred to as unipolar because the mood remains at one emotional state or

"pole" [6].

1



Major Depressive Disorder has an extreme global economic burden and has been listed as the third

largest cause of disease burden by the WHO since 2008, and is expected to rank the first by 2030
[7]. It is diagnosed when an individual has a persistently low or depressed mood, anhedonia or

decreased interest in pleasurable activities, feelings of guilt or worthlessness, lack of energy, poor

concentration, appetite changes, psychomotor retardation or agitation, sleep disturbances, or sui-

cidal thoughts [4].

Globally depression is the second leading cause of disability, with slightly more than 4% of the

world’s population diagnosed with it. More than 5% of the population suffers from depression in

the Middle East, North Africa, Sub-Saharan Africa, Eastern Europe and the Caribbean. The most

depressed country is Afghanistan, where more than 1 in 5 people suffer from the disorder. The

least depressed is Japan, with a diagnosed rate of less than 2.5% [8]. The report on Global Burden

of Disease estimates the point prevalence of unipolar depressive episodes to be 1.9% for men and

3.2% for women, and the one-year prevalence has been estimated to be 5.8% for men and 9.5% for

women. It is estimated that by the year 2020 if current trends for demographic and epidemiological

transition continue, the burden of depression will increase to 5.7% of the total burden of disease

and it would be the second leading cause of disability-adjusted life years (DALYs), second only to

ischemic heart disease [9].

In Africa, there are different prevalence rates of depression. A large epidemiological study was

conducted between 2002 and 2004 in a total sample of 4351 adults of South African by using the

WHO composite International Diagnostic Interview and found that the prevalence of depression

was 9.7% for life time and 4.9% for the 12 months prior to the interview [10]. But the other

comparative study that was conducted by Amoran et al. [11], found that the prevalence of depres-

sion among adults in Nigeria was 5.2% which is lower than the prevalence of depression in South

Africa that was conducted by Tomlinson et al. [10].
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The prevalence of depression in Ethiopia was reported to be 5% according to the Ethiopian Federal

Ministry of Health Report of 2012, and WHO survey in collaboration with Jimma University shows

that the prevalence of depression in Ethiopia was 9.1% [12]. National survey of 2014 states the

pooled prevalence of depression from Eight studies in Ethiopia was 11% [13]. A cross-sectional

community based study in Jimma town conducted by Ermias and Samuel in 2002; stated that men-

tal distress is fairly common in Jimma town and the decentralization of mental health service and

its integration with primary health care and use of community health agents in creating awareness

among the community members is recommended [14].

Major depressive disorder has been shown to impose a substantial economic burden on all levels

of society. The economic burden of major depressive disorder was estimated at $210.5 billion in

2010 in the US [15]. While approximately half of this amount was due to direct medical costs, the

other half was attributable to indirect costs related to absenteeism, presentism, and suicide, further

underscoring the toll that MDD imposes on a patient’s life. Individuals with depression lose 5.6

hours of productive time at work per week compared to 1.6 hours in non-depressed workers [16],

which results in 225 million lost workdays and $36.6 billion of salary-equivalent lost productivity

per year associated with depression [17]. Besides a serious medical condition, MDD can impose

a heavy financial burden both on families and the society, including significant resource demands

on a country’s health system [15]. According to data from the WHO, approximately 121 million

people worldwide are estimated to suffer from depression. This type of chronic mental disorder

causes severe damage to patients, their families, and also the country.

Symptomatic recovery is a dimensional measure that refers to improvement in the magnitude of

symptoms. Recovery should not be defined merely by symptomatic remission or even syndromal

remission; rather, recovery should include symptomatic recovery, syndromal recovery, functional

recovery, and a return to an acceptable quality of life for the patient [18]. Symptomatic recovery

is the sustained resolution of the symptoms of the disorder. Functional recovery is the ability to

3



return to an adequate level of functioning and includes an assessment of occupational status and

living situation [19].

In considering the different factors for the first symptomatic recovery of MDD, the first symp-

tomatic recovery time of the disease can be predicted and statistically estimated with the survival

analysis. Various techniques in survival analysis, which is the statistical tool used to analyze time

to first symptomatic recovery data considered in this study. Survival data is a term used for de-

scribing data that measure the time to a given event of interest [20]. In this study, the event of

interest was the time to first symptomatic recovery of MDD after treatment. Proportional hazard

model popularized by Cox [21], is the classical model for this kind of data. However, the correct

inference based on Cox’s models needs identically and independently distributed samples.

Often, subjects may be exposed to different risk levels, even after controlling for known risk fac-

tors. This is because the covariates that are relevant to the researcher are often unavailable or even

unknown. Moreover, the frailty model, introduced in the statistical literature by Vaupel et al. [22]

and discussed in details by Hougaard et al. [23, 24], accounts for heterogeneity in baseline. This

concept is an extension of the Cox’s PH model in which the hazard function depends upon an un-

observable random quantity, the so-called frailty that acts multiplicatively on the hazard function.

Furthermore, study population for this study was clustered and hence clustered patients survival

data may be correlated at the cluster (woreda) level. In current study, shared frailty models ex-

plored assuming that patients with in the same cluster (woreda) shares similar risk factors, which

would take care of the frailty term at woreda level. This model is a conditional independence

model, where the frailty is common to all individuals in a cluster, hence responsible for creating

dependence between event times. This is because ignoring the full dependence among observa-

tions might lead to understated standard errors and also parameter estimates that are both biased

and inconsistent [25].
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Typically, the estimation of the frailty model can be parametric or semi-parametric. In the for-

mer case, parametric density is assumed for the event times, resulting in a parametric baseline

hazard function. The choice of a parametric baseline hazard means that the marginal likelihood is

fully parametric so that we can rely on classical maximum likelihood techniques to estimate the

parameters. In the latter case, the baseline hazard is left unspecified and more complex techniques

are available to approach that situation Abrahantes et al. [26]. Even though semi-parametric esti-

mation offers more flexibility, the parametric estimation will be more powerful if the form of the

baseline hazard is to be somehow known in advance [27].

This thesis considered parametric frailty models to investigate the relationship between different

potential covariates and time to first symptomatic recovery of MDD for clustered survival data with

random right censoring. The choice of distribution for the hazard is very important than the choice

of frailty distribution [28]. The advantage of parametric method over the semiparametric method

shows that having distribution may calculate the quantiles, simplicity and completeness are rea-

sons for the popularity of parametric distributions [20]. Hence, in this study weibull, log-logistic

and lognormal baseline hazard functions used. On the other hand, among frailty distribution we

have assumed gamma and inverse Gaussian distributions to fit MDD data set. Gamma and In-

verse Gaussian are the two most common choices of frailty distributions due to their mathematical

tractability. For comparison of different models the AIC criteria used.

1.2 Statements of the Problem

Mental illness is a public health problem in developed as well as developing countries [29]. Mental

disorders contribute to 13% of the global burden of disease, with major depression expected to be

the largest contributor to this by 2030 [30]. Major Depressive Disorder is a common condition in

developed countries and is a growing problem in developing countries [31]. Major depression is

the most severe problem that occurs all over the world and this disorder leads to other problems
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and affect an individual’s life. An individual may be affected by this problem in his /her life time.

It affect people’s ability to participate in health-promoting behaviors, thoughts, feelings and sense

of well-being. In turn, problems with physical health, such as chronic diseases, can have a serious

impact on mental health and decrease a person’s ability to participate in treatment and recovery
[32]. In Ethiopia, mental health problems accounts for 12.45% of the burden of diseases, 12% of

the people are suffering from mental health problems of which, 2% are severe cases [33]. At this

time, there is no cure for major depressive disorder; however treatment can significantly decrease

the associated morbidity and mortality.

Some studies have been conducted to identify covariates of major depresive disorder recovery

by using logistic regression [34, 35, 36] and Cox proportional hazard models [37, 38, 39]. But

Logistic regression does not account the censoring observations, that is, it does not hold for time-

to-event data. Therefore, there is a restriction on the events when we use logistic models for the

follow up time which loss massive information [40]. Similarly, correct inference based on Cox’s

models needs identically and independently distributed samples. Also in demographic applications

nonparametric and semiparametric models are often used to model time to event data. In such ap-

plications, it is assumed that all heterogeneity is captured by theoretically relevant covariates [41].

Cox proportional hazards model didn’t take into account any extra heterogeneity present in the

data. Ignoring this heterogeneity will produce biased parameter estimates and inconsistent stan-

dard errors in survival analysis [42]. Frailty models are the survival data analog to regression

models, which account for heterogeneity and random effects. A shared frailty model is a random-

effects model where the frailties are common (or shared) among groups of individuals or spells

and are randomly distributed across groups. Therefore, we have employed a shared frailty model

to investigate the factors associated with time to first symptomatic recovery of MDD taking into

account the heterogeneity present in the data.
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Thus, this study addressed the following research questions:

� What are the factors that significantly affect the time to symptomatic recovery from MDD?

� Which parametric shared frailty model well describe the symptomatic recovery of MDD

dataset?

� What is the estimated median first symptomatic recovery time of MDD?

1.3 Objectives of the Study

1.3.1 General Objective

The main objective of this study is to modeling time to first symptomatic recovery of the major

depressive disordered patients of Jimma University Medical Center.

1.3.2 Specific Objectives

The specific objectives of this study are:-

� To determine the significant factors that affect time to first symptomatic recovery from MDD.

� To identify the parametric shared frailty model that best predicts time to the first symptomatic

recovery of MDD patients well.

� To estimate the median first symptomatic recovery time.
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1.4 Significance of the study

Studying the time to recovery is one way of overcoming the mental health problem in the com-

munity by addressing the effects of major depressive symptoms on the duration of recovery and

significant factors of the major depressive disorder symptoms.

This study may helps physicians and researchers as a landmark for further studies related to men-

tal disorder and others. Its also expected to give some knowledge about the determinants or risk

factors of MDD and identify groups of patients, who are at higher risks to develop the disease.

This have more advantage for health professionals (physicians) in order to give good treatment for

identified stakeholders on identified risk factors. Provide that on model implications and arguing

on choosing of the frailty distribution, the research reduces ambiguities on comparison of frailty

models specifically in fitting data such as major depresive disorder.
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2 Literature Review

2.1 Overview of Major Depressive Disorder

Major depressive disorder is a common mental disorder that negatively affects activities of daily

living and is associated with high societal costs and functional impairment [43]. From 2013 to

2016, an estimated 8.1% of US adults 20 years and older experienced depression in any given two

week period [44]. Depression can be chronic or short lasting, markedly impairing an individual’s

functioning at work or school or cope with daily life. In 2015 WHO estimated that 4.4% (322

million people) of the global population live with depression [1].

Major depressive disorder is the most commonly diagnosed psychiatric disorder in adults over

60 years of age [45]. Both DSM-5 and ICD-10 mark out typical (main) depressive symptoms
[46]. ICD-10 defines three typical depressive symptoms (depressed mood, anhedonia, and re-

duced energy), two of which should be present to determine the depressive disorder diagnosis
[47]. According to DSM-5, there are two main depressive symptoms: a depressed mood, and loss

of interest/pleasure in activities (anhedonia). These symptoms, as well as five out of the nine more

specific symptoms listed, must frequently occur for more than two weeks (to the extent in which it

impairs functioning) for the diagnosis [48].

Symptomatic recovery is a dimensional measure that refers to improvement in the magnitude

of symptoms. This differentiation permits the examination of psychopathology that persists de-

spite symptomatic improvement to the point that patients no longer meet diagnostic criteria for

an episode. Functional recovery refers to the return to previous levels of work and psychosocial

function. These distinctions are important because separating these aspects of recovery may help

clarify factors that differentially contribute to the recovery process [49].
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2.1.1 Recovery of Major Depressive Disorder

Major depressive disorder is a highly prevalent psychiatric condition that is associated with sig-

nificant levels of disability, morbidity, and mortality [50]. Treatment of MDD traditionally aims

to reduce depressive symptoms [51]. Consequently, the treatment is considered fully effective

when complete or near-complete absence of the MDD symptoms (for a certain period of time)

is achieved [52]. However, MDD is associated with major and sometimes long-lasting decreased

levels of functioning and productivity. Approximately 60% of the patients with an MDD report

severe or very severe functional impairment and can continue to experience (partial) impairment

long after mood symptoms have been resolved [53]. Moreover, patients in remission report better

functioning than those with mild depression, although their functioning is significantly worse than

that found in the general population [54]. Therefore, remission of symptoms does not necessar-

ily coincide with completely restored levels of functioning. Furthermore, MDD symptoms have

differential effects on the level of functioning; depressed mood and loss of interest are strongly

related to impaired functioning while weight problems, mid-nocturnal insomnia, and hypersomnia

have less impact [55].

There is no commonly agreed definition of remission and recovery in MDD. Remission has been

defined as a period of time in which the patient no longer meets the symptomatic criteria for

the disorder or has only mild symptoms. Recovery is usually defined as sustained remission for

a longer period of time. The operational criteria encompass (1) severity of symptoms assessed

through symptom measurement instruments (eg, the Hamilton Depression Rating Scale; HAM-

D17) [56]. and (2) duration or a certain period of time [57]. A reduction in symptom severity of

≥ 50% during the course of treatment became an indicator of clinical response, that is, a clinically

significant improvement [58]. A cutoff score on one of these measurements (eg, HAM-D17 ≤7)
[59], is subsequently used to determine remission [57]. However, specific symptoms considered

and symptom intensity may vary across studies [60].
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2.1.2 Impacts of Major Depressive Disorder

Depression is the most widespread psychical health status in the public population [61]. People

in almost all countries and cultures and of all genders, ages and experiences are affected by this

common disorder named depression, where it affects 350 million people all over the world [62].

Depression impedes extraordinarily an individual’s vocational power [63]. It significantly impacts

on quality of life, general health and personal relationships, thereby contributing to poorer func-

tioning at work, school life, sleeping, eating habits and within the family [64].

Major Depressive Disorder is more common in people without close interpersonal relationships,

and who are divorced or separated, or widowed. No difference in the prevalence of MDD has

been found among races and socioeconomic status. Individuals with MDD often have comorbid

disorders such as substance use disorders, panic disorder, social anxiety disorder, and obsessive-

compulsive disorder. The presence of these comorbid disorders in those diagnosed with MDD

increases their risk of suicide [65]. Depression is found to be more prevalent in rural areas than in

urban areas.

Major Depression disorder also often co-exists with other serious medical illnesses such as heart

disease, stroke, cancer, HIV/AIDS, diabetes,asthma and parkinson’s disease. Studies have shown

that people who have depression in addition to another serious medical illness tend to have more

severe symptoms of both depression and the medical illness, more difficulty adapting to their med-

ical condition, and more medical costs than those who do not have co-existing depression [66].

2.1.3 Risk Factors for Recovery of Major Depressive Disorder

This section mainly covers several related literatures to the factors that are associated with the time

to first symptomatic recovey of major depressive disorder.

Gender:- Gender were the significant association with depression. According to Centers for Dis-
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ease Control and Preventation (CDC) mortality and morbidity a cross-sectional sample survey re-

port in US, depression was more common in females than males [67]. Similarly, study conducted

in Australia by Khawaja and Duncanson, [68], revealed that female are more depressed than male.

Study in Turkey by Topba et al. showed that females were found to be twice more vulnerable to

depression than males [69]. The other study done among Ambo University students by Adamu

Birhanu indicate that being female is four times more likely to be depressed when compared with

male [70]. Study conducted in Jimma by Andualem Mossie et al. [71], As per gender, in compar-

ison with males, significantly larger proportion of females had depression.

Age:- According to CDC mortality and morbidity a cross-sectional sample survey report in US,

people in the age group of 55 years and above had 5.21 times more odds to develop depression

than people less than 25 years [67]. The possible reasons may be inability to perform daily ac-

tivities, sedentary life style, and occurrence of concomitant medical illness [67]. Similarly, study

conducted in Jimma by Andualem Mossie et al. [71], revealed that Age above 55 years is 5.9 times

more likely to have depression than lower age groups. Another, cross-sectional study conducted by

Hailemariam, which used multiple logistic regressions showed that the risk of depression episodes,

increased as the age of depressive patient increases [12].

Marital Status:- Marital status was significantly associated with depression; An institution-based

cross-sectional study was conducted among staff of Jimma University by Andualem Mossie et

al. [71] and a cross-sectional study conducted in Debre Brehan Town by Reta et al. [72], wid-

owed individuals were more likely to develop depression in comparison with the singles. The high

prevalence of major depression in divorced individuals is due to both an increased risk of marital

disruption in those with major depression, and also to the higher risk of this disorder in those with

divorced marital status. Similary, according to L. Gu and J. Xie, Mogga and Dayess, depression

was also common among marital status being divorced were significantly associated with depres-

sion [73, 74, 75].
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First onset age:- Major depressive disorder can have significant effects when onset occurs in

childhood and adolescence, the rate of depression increases from childhood through adolescence

and into adulthood [76]. According to Ralph [77], depression is defined as a persistent experience

of sad or irritable mood, loss of the ability to experience pleasure in nearly all activities. It is a

serious health problem that can affect people of all ages, including children, adolescents and adults

and both sex. In addition to this it affects an individual’s every day activities by affecting an indi-

vidual’s emotion, cognition, behavior. It also includes a range of other symptoms such as change

in appetite, disrupted sleep patterns, increased or diminished activity level, impaired attention and

concentration [77].

Family History of mental illness:- A family history of mental illness is a significant predictor

of depression. Individuals with a positive family history of depression were 2.5 times more likely

to have depression. This supports the notion that genetic factors may contribute to depression in

individuals [31]. Most individuals who develop major depression have a family history and one

of their family member is affected by major depression. A study conducted by Khan et al. [78],

found that out of 142 samples, 29% had a family history of depression. Based on their findings

they revealed that students who had a family history of depression are 2.35 times depressed than

those students who had no family history of depression. Accordingly, the odds of having depres-

sion were nearly two and a half fold higher among students who had a family member with mental

illness as compared to their counterparts [79].

Chewing Khat:- According to Andualem Mossie et al. [71], chewing khat have significant as-

sociation with depression episodes, khat chewers had more likely risk of developing depression

as compared to nonchewers. Similary, according to the study conducted by Gelaw et al. [80]

and Tekalign et al. [81] with WHO expert analysis [82] depression was significantly associated

with khat chewing. The probability of developing depression among khat chewers is more likely
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than that among nonchewers. The other study done among Ambo University students by Adamu

Birhanu indicate that current use of Khat is three times more likely to be depressed [70].

Educational Status:- According to Andualem Mossie et al. [71], educational level have sig-

nificant association with major depression, uneducated individuals were more likely to develop

depression compared to educated peoples. Similarly, according to Centers for Disease Control and

Preventation mortality and morbidity report in US, depression was more common in uneducated

persons than educated persons [10, 67, 69], educated people have better understanding of the risk

factors of depression compared to uneducated.

Employment Status:- Employment status have significant association with major depressive dis-

order, according to Ermias and Samuel the unmployed individuals had increased risk of having

mental illness than the professionals [83]. Similary, in a study of Unemployment and Depres-

sion among emerging adults, the risk of depression is higher among the unemployed than among

employed. The odds of depressions were higher for unemployed than employed emerging adults
[84]. According to CDC mortality and morbidity report in US, depression was more common in

unemployed persons than employed persons [67].

Religion:- Studies among adults reveal fairly consistent relationships between levels of religiosity

and depressive disorders that are significant and inverse [85]. Koenig and colleagues highlight

the fact that before 2000, more than 100 quantitative studies examined the relationships between

religion and depression. Of 93 observational studies, two-thirds found lower rates of depressive

disorder with fewer depressive symptoms in persons who were more religious [85]. In 34 studies

that did not find a similar relationship, only 4 found that being religious was associated with more

depression.
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Study hold on correlates of mental distress in Jimma town, with objective of determining the

prevalence of mental distress and related socio-demographic and other risk factors by Ermias and

Samuel [83]. The major ethnic groups identified in the study area were Oromo 34.6%, Amhara

26.1%, Orthodox Christians account for 64.2% of the population where as 27.2% were Muslims.

Substance Abuse:- Substance abuse have shown a significant association with depression episodes.

According to CDC mortality and morbidity report in US, depression was more among common

substance users [73]. Study conducted in Mekelle General Prison Center by Welu et al. revealed

that prisoners who had lifetime substance use were almost two times more likely to develop de-

pression when compared to those who did not use substance in their life [34]. Similarly, study

conducted by Covey stated that persons with major depression tend to abuse substances and have

difficulties when they try to stop [86]. There are thousands of chemicals other than nicotine present

in cigarette smoke, of which one or several may affect mood in the same way as a group of antide-

pressant medications called monoamine oxidase inhibitors or does. These medications effectively

increase levels of specific neurotransmitters involved in the regulation of mood. Smoking, there-

fore, may be one way for depressed individuals to alleviate depressive symptoms [86].

A study conducted in Borena semi-nomadic community in southern Ethiopia [87], revealed the

life time prevalence of all psychiatric disorders including substance abuse was 21.6%. The mental

disorder excluding substance abuse was 14.6% among which neurotic and somatoform disorders

were the most frequent disorders with life time prevalence of 14%.

Other Cofactors:- Other factors associated with depression is having chronic medical illness,

comorbid medical illnesses (like, hypertension, epilepsy, HIV/AIDS, Diabetic mellitus renal dis-

ease) were significantly associated with depression [12]. The possible explanation may be that

medical illness can cause tremendous life changes which may limit mobility and independency,

interferes with doing enjoyable activities, and consequently decreases self-confidence that results
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in depressive symptoms [12]. Similarly, according to study conducted by Egede LE the odds of

major depression are high in individuals with chronic medical conditions, and major depression is

associated with significant increases in utilization, lost productivity and functional disability. [88].

Studies have shown that people who have depression in addition to another serious medical illness

tend to have more severe symptoms of both depression and the medical illness, more difficulty

adapting to their medical condition, and more medical costs than those who do not have co-existing

depression [66].

2.2 Over view of Unobserved Heterogeneity of Frailty

The concept of frailty provides a suitable way to introduce random effects in the model to account

for association and unobserved heterogeneity. In its simplest form, a frailty is an unobserved ran-

dom factor that modifies multiplicatively the hazard function of an individual or a group or cluster

of individuals [89]. Models constructed in terms of group-level frailties are sometimes referred to

as ‘shared’ frailty models because observations within a subgroup share unmeasured ‘risk factors’

that prompt them to exit earlier than other subgroups. Frailty models [90], are increasingly popular

for analyzing clustered survival data, where frailties or random effects often enter into the baseline

hazard multiplicatively to model the correlation among observations within the same cluster [91].

We should be aware that, neither theory nor data typically provides much guidance for choosing a

specific distribution from which to draw the frailty term and the parameter estimates can be very

sensitive to the assumed parametric form [92].

The choice of the frailty distribution is often governed by the problem at hand in terms of the

model implications [93]. The gamma distribution has been widely applied as a mixture distribu-

tion [94, 23]. From a computational and analytical point of view, it fits very well as a mixture dis-

tribution to failure data [95], used several distributions for frailty, including Gamma and Inverse

Gaussian distributions and claimed that these two distributions are relevant and mathematically

tractable as a frailty distribution for a heterogeneous population between groups. The most com-
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mon reason for using the gamma distribution is its mathematical convenience. This is due to the

simplicity of the derivative of the Laplace transform, meaning that traditional maximum likelihood

procedures can be used for parameter estimation [96, 97]. Its flexible shape is another reason given

for selection of the gamma distribution as the frailty distribution [25, 98]. Although it may be the

most commonly used frailty distribution for the mathematical reasons, [99], emphasized that there

are no biological reasons for choosing the gamma distribution.

The inverse Gaussian (inverse normal) distribution was introduced as a frailty distribution alter-

native to the gamma distribution by [100], and was used, for example, by [101, 20]. Similar to the

gamma frailty model, simple closed-form expressions exist for the unconditional survival and haz-

ard functions, this makes the model attractive. The particular interest in the multivariate case is the

association between related event times. Indeed, different dependence structures result from dif-

ferent frailty distributions In particular; gamma frailties typically generate very strong dependence

at late times and the inverse gaussian frailties at mid times [99]. The choice of a family of frailty

distributions should therefore be accompanied by an assessment of fit. It is natural to consider the

mean of the frailty variable conditionally on the observed filtration, which should fluctuate around

one (1) [102].

Estimation of the frailty model can be parametric or semi-parametric. In the parametric case, a

parametric density is assumed for the event times, resulting in a parametric baseline hazard func-

tion. Estimation is then conducted by maximizing the marginal log-likelihood [103]. In the semi-

parametric case, the baseline hazard is left unspecified and more complex techniques are available

to approach that situation [26]. The parametric estimation will be more powerful if the form of the

baseline hazard is somehow known in advance [27]. Although the baseline hazard function may

be modeled parametrically, some have argued that the parameters of the frailty distribution may be

sensitive to the choice of distribution for the hazard, and that the choice of distribution for the haz-

ard may, in fact, be more important than the choice of frailty distribution [104]. But, inference for
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Cox frailty models is usually complicated because of issues surrounding the infinite-dimensional

nuisance parameters which may arise in the estimation of the baseline hazard function, thereby

violating the usual regular estimating assumptions [105].

2.3 Consequence of Ignoring Frailties

Ignoring the existence of heterogeneity will produce incorrect estimation of parameters and their

standard errors in survival analysis [106], ignoring heterogeneity overestimates life expectancy

based on their study on estimating life expectancy in a heterogeneous population [107], showed

that when heterogeneity is ignored, it caused underestimation of covariate effects in his study

of unemployment rates. Frailty models are used to make adjustments for over dispersion/under

dispersion. When unobserved or unmeasured effects are ignored, the estimates of survival may

be misleading [108], showed that ignoring frailty leads to regression coefficient estimates biased

towards zero by an amount depending on the distribution and the variability of the frailty terms.
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3 Methodology

3.1 Study Area

The study was conducted at Jimma University Medical Center which is located in Jimma Zone,

Oromia Regional State and South West of Ethiopia. Jimma Zone is located at a distance 325 Km

from Addis Ababa, the capital city of Ethiopia. It has latitude and longitude of 7040’N 36050’E.

Jimma has relatively cool tropical monsoon climate. The temperatures are in comfortable range,

with the daily mean staying between 200C and 250C year-round. Jimma is the birth place of coffee

and it represents about 11.8% of Ethiopians total coffee.

Jimma University Medical Center is one of the oldest Public Hospitals in Ethiopia. It was es-

tablished in 1938 G.C by Italian invaders for service of their soldiers. After the withdrawal of

the colonial occupants, it has been governed by the name of "Ras Desta Damtew Hospital" and

later "Jimma Hospital" During Dergue Regime and Currently JUMC. The Hospital currently em-

ploys almost 1,000 people and each year provides tertiary care services for approximately 9,632

inpatients, 5,000 accident and emergency cases, and 80,000 outpatients from a catchment area

population of 15 million. The psychiatry inpatient unit has 24 beds, which are mostly used for the

management of acutely illpatients www.hindawi.com/journals/psychiatry/2020/87395.

3.2 Data Description

This data is secondary data recorded at the hospital in which patient’s registry date to the event time

or censoring time. Therefore data has extracted from the patient’s card which contains epidemi-

ological, laboratory and clinical information of MDD patient’s card and information sheet after

identification of patients who have admitted and follow up from September 01, 2018 to August 31,

2020. The event for this study was first symptomatic recovery, otherwise censored. Though, the

information for the censored or truncated subjects is not completely known. MDD patients, who

do not experience symptomatic recovery during the study time, lost and dropped before symp-
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tomatic recovery, are considered as censored. The total number of patients considered in the study

was 366 who were patient from all woredas. Woredas that contribute single patients were omitted.

Therefore, a total of 366 MDD patients were considered in this study.

3.3 Study Design

The study is a retrospective cohort type admitted follow up of all major depressive disorder pa-

tients, who have followed at least three visits from September 1, 2018 to August 31, 2020 in

Jimma University Medical Center is included.

3.4 Inclusion and Exclusion Criteria

In this study, all MDD patients who are registered, diagnosed for MDD and under follow up in

the JUMC has been included. Children less than 12 ages were excluded, because depression is

less common 1-2% in pre-puberty children when compared with adult which is 20% [109]. On

other hand all patients who are diagnosed for MDD but not started follow up were excluded and in

addition to this for analysis, woredas that contribute single patient were omitted, since the shared

frailty model should be done on at least two patients in a woreda.

3.5 Study Variables

3.5.1 Dependent Variable

The response variable considered in this study was the time to first symptomatic recovery from

major depressive disorder in between registry time (September 01, 2018) to study ends (August

31, 2020), which is the length of time in months to get the first symptomatic recovery. Time to first

symptomatic recovery means the time until patients is free from any diagnostic criteria for major

depressive disorder at least for six month duration according to DSM-IV. It is recorded on patients’

card when all symptoms are improved or totally removed respectively.
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3.5.2 Independent Variable

The candidate covariates used in the research and coding of categories are described in the follow-

ing table where woreda is considered as a clustering variable in all frailty models.

Table 3.1: Description of Independent Variables will be used in the Analysis

Variables Variables Description Categories and Coding

Gender Gender of Patients 0 = Male, 1 = Female

Age Age of the Patients (in years) 1 = 13-19, 2 = 20-25, 3 = 26-49,

4 = ≥50

Event of Relapse Relapse history of patients 0 = No, 1 = Yes

Frist onset age Frist onset age of patients 1 = Childhood, 2 = Adolescence age

3 = Adult age & above

Educational Level Educational Level of patients 0 = Uneducated, 1 = Educated

Other Cofactors Other Cofactors 0 = No, 1 = Yes

Marital Status Marital Status of patients 1 = Single, 2 = Married,

3 = Widowed, 4 = divorced

Family History Family History of mental illness 0 = No, 1 = Yes

Substance abuse Patient whether use alcoholic drinks 0 = No 1 = Yes

Religion Religion of patients 1 = Orthodox, 2 = Muslims,

3 = Protestant, 4 = Other’s

Chewing Khat Habit of Chewing Khat 0 = No, 1 = Yes

Employment Employment status of patients 0 = No, 1 = Yes

Ethnicity Ethnicity of patients 1 = Oromo, 2 = Amhara,

3 = Other’s
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3.6 Statistical Methods

3.6.1 Survival Analysis

Survival analysis is an important statistical technique used to describe and model time-to-event

data. It is a collection of statistical procedures for data analysis for which the outcome variable

of interest is time until an event occurs. By time we mean, years, months, weeks, or days from

the beginning of follow-up of an individual until an event occurs. The use of survival analysis, as

opposed to the use of other statistical methods, is most important when some subjects are lost to

follow up or when the period of observation is finite and certain patients may not experience the

event of interest over the study period. In this latter case one cannot have complete information for

such individuals. These incomplete observations are referred to as being censored.

A common characteristic of survival data is censoring, truncation, or combination of censoring

and truncation. In essence, censoring occurs when we have some information about individual

survival time, but we don’t know the survival time exactly. There are three categories of censoring,
[20], such as right censoring, left censoring and interval censoring. Right censoring is the most

common form of censoring, where a subject’s follow up time terminates before the outcome of

interest is observed. This type of censoring is commonly recognized survival analysis and also

considered in this study. An observation is said to be left censored if individuals developed the

event of interest prior to the beginning of the study. And, interval censoring is when event of inter-

est occurs within an interval of time without the knowledge of when exactly happened. The data

used for this study is right censored data and the censored was:

• Patients who die because of depression or other disease before mental disorder.

• Patients who dropout or referred to other hospital.

• At end time of the study, patients who are in the study but not develop mental disorder.
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3.6.2 Descriptive Methods For Survival Data

An initial step in the analysis of a set of survival data is to present numerical or graphical sum-

maries of the survival times in a particular group. In summarizing survival data, the two common

functions applied are the survivor function and the hazard function [110].

Survival Function:- The basic quantity employed to describe time-to-event phenomena is the

survival function, the probability of an individual surviving or being event-free beyond time t (ex-

periencing the event after time t). Moreover, the distribution of survival time is characterized by

three functions: survivorship function, probability density function, and hazard function.

Let T be a random variable associated with the survival times, t be the realization of the ran-

dom variable T and f(t) be the underlying probability density function of the survival time t. The

cumulative hazard function H(t), which represents the probability that a subject selected at random

will have a survival time (in this case, survival time to return) less than some stated value t, is given

by:

F(t) = P(T ≤ t) =
∫ t

0 f (u)du, t ≥ 0

The survival function is defined as the probability that the survival time is greater or equal to t.

S(t) = P(T > t) = 1−F(t), t ≥ 0

S(t) = 1−FT (t)

Theoretically, as t ranges from 0 to infinity, the survivor function can be graphed as a smooth

curve. This survival function gives the probability of surviving or being event free beyond time t.

Because Survival functions (S(t)) is probability, it is characterized by: Survival function, S(t) is

characterized that, they are non-increasing function. Actually, at the time, t = 0;S(t) = S(0) = 1.

That is, at the start of the study no one has experienced the event yet, the probability of surviving

past time 0 is one (1). However, as time t → ∞;S(t)→ 0 that is, theoretically, if the study period
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increased without limit, eventually nobody would survive, so the survivor curve must eventually

converge to zero.

Hazard Function:- The hazard function is a measure of the probability of failure during a very

small interval, assuming that the individual has survived at the beginning of the interval. The

hazard function describes the concept of the risk of an outcome (e.g., death, failure, hospitalization,

recovery) in an interval after time t, conditional on the subject having survived to time t. It is the

probability that an individual dies somewhere between t +∆t, divided by the probability that the

individual survived beyond time t. hazard function h(t) can be formulated as:

h(t) = lim∆t→0
P(t≤T≤t+∆t/T≥t)

∆t = f (t)
S(t)

h(t) = f (t)
S(t)

The survival and cumulative hazard functions can be given in terms of the hazard function as:

h(t) =
∫ t

o h(u)du

Using the above expressions the hazard function h(t) can also be given as:

H(t) =− logS(t)
dt = dH(t)

dt

3.6.3 Estimation of Survivorship Function

In survival analysis, it is always a good idea to present numerical or graphical summaries of the

survival times for the individuals. In general, survival data are conveniently summarized through

estimates of the survival function and hazard function. This method is non-parametric or distribu-

tion free, since they require no specific assumptions to be made about the underlying distribution

of the survival times [110]. In this study, the other estimators of the survivor function the Kaplan-

Meier (KM) for estimation survival function and log-rank test for comparison between two or more

groups of categorical covariates were used. The Kaplan-Meier estimator of the survivorship func-

tion [111], also called product limit estimator, is the estimator used by most software packages.

This estimator incorporates information from all of the observations available, both uncensored
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and censored, by considering survival to any point in time as a series of steps defined by the ob-

served survival and censored times.

Suppose we have a sample of independent observations, their survival times denoted by t1, t2, t3, ..., tn

and indicators of censoring denoting by δ1,δ2,δ3, ...,δn where

δi =

1, if the first symptomatic occur

0, otherwise

Thus, the survival data are denoted by ti,δi; i = 1,2,3, ..,n. The first step to obtain the Kaplan-

Meier estimator of the survival function is to order the survival times as t1, t2, t3, ..., tn. Assume that

among the n observations m≤ n event occurred at distinct m times. The main quantity of interest

is the probability that an event would not occur by time t : S(t) = P(T > t). Kaplan and Meier
[111] develop an estimator for the survival function .

ŜKM(t) = ∏
ti≤t

(ni−di
ni

)δi = ∏
ti≤t

(1− di
ni
)δi

Where, di is number of patients experienced event at ti and ni is number of patients at risk before

ti.

The log-rank test which is used for comparison of the survival curves of two or more categorical

covariates also applied. Log-rank test is first proposed by Breslow, and it gives information on the

significance of difference for the survival of two or more groups of patients [112].

3.6.4 Median Survival Time

Median survival time is the time beyond which 50% of the individuals in the population under

study are expected to survive and is given by that value t(50) which is such that S{t(50)} = 0.5.

Due to the fact that the non-parametric estimates s(t) are step functions, it will not usually be

possible to realize an estimated survival time that makes the survival function exactly equal to 0.5.

Instead, the estimated median survival time, is defined to be the smallest observed survival time
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for which the value of the estimated survival function is less than 0.5.

In mathematical terms,

t̂(50) = min{ ti
Ŝ(t j)

< 0.5}

Where ti is the observed survival time for the ith individual, i = 1,2, ...,n and t j is the jth ordered

death time, j = 1,2, ...,r

3.7 Frailty Models

The notion of frailty provides a convenient way to introduce random effect, association and un-

observed heterogeneity into models for survival data. Frailty models are the survival data analog

to regression models, which account for heterogeneity and random effects. For example, in many

cases it is impossible to measure all relevant covariates related to the disease of interest, sometimes

because of economic reasons, sometimes the importance of some covariates is still unknown. The

frailty approach is a statistical modeling concept which aims to account for heterogeneity, caused

by unmeasured covariates. In statistical terms, a frailty model is a random effect model for time-to-

event data, where the random effect (the frailty) has a multiplicative effect on the baseline hazard

function. This random effect explains the dependence in the sense that had we known the frailty,

the events would be independent. In other words, the life times are conditional independent, given

the frailty. A frailty is a latent multiplicative effect on the hazard function and is assumed to have

unit mean and variance q, which is estimated along with the other model parameters.

3.7.1 Shared Frailty Model

A shared frailty model is a random effects model where the frailties are common (or shared) among

groups of individuals or spells and are randomly distributed across groups. A natural extension of

the univariate frailty model would be a multivariate survival model where individuals are allowed

to share the same frailty value.
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Many statistical models and methods proposed to model failure time data assume that the observa-

tions are statistically independent of each other. However, this does not hold in many applications.

Shared frailty model is a conditional model in which frailty is common to all subjects in a cluster.

The shared frailty model is responsible for creating dependence between event times. It is also

known as a mixture model because the frailties in each cluster are assumed to be random. It as-

sumes that, the given frailty, all event times in a cluster are independent. Shared frailty model was

introduced by Clayton (1978) without using the notion frailty and extensively studied in [113, 114].

Frailty models are the extensions of the proportional hazards model which is best known as the

Cox model [21],the most popular model in survival analysis. Normally, in most clinical applica-

tion, survival analysis implicitly assumes a homogeneous population of individuals to be studied.

This means that all individuals sampled in that study are subject in principle under the same risk

(e.g., risk of death, risk of disease recurrence). In many applications, the study population cannot

be assumed to be homogeneous, but must be considered as a heterogeneous sample i.e., a mixture

of individuals with different hazards. Multivariate frailty model is an extension of the univariate

frailty model which allows the individuals in the same cluster to share the same frailty value. When

frailty is shared, dependence between individuals who share frailties is generated.

Conditional on the random term, called the frailty denoted by ui, the survival times in cluster

i(1 ≤ i ≤ n) are assumed to be independent, the proportional hazard frailty model assumes

hi j(t/Xi j,ui) = exp(β
′
Xi j +ui)ho(t)

where ui the random term of all the subjects in cluster.

Where as an alternative if the proportional hazards assumption does not hold is the accelerated

failure time frailty model which assumes

hi j(t/Xi j,ui) = exp(β
′
Xi j +ui)ho(exp(β

′
Xi j +ui)t)
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Where i indicates the ith cluster and j indicates the jth individual for the ith cluster, h0(.) is the

baseline hazard, ui the random term of all the subjects in cluster i, Xi j the vector of covariates for

subject j in cluster i, and β the vector of regression coefficients.

If we let Z = exp(ui), in the thesis assumed that Z has the gamma or the inverse gaussian dis-

tribution so that the hazard function depends upon this frailty that acts multiplicatively on it. If the

number of subjects ni is 1 for all groups, the univariate frailty model is obtained [24], otherwise the

model is called the shared frailty model [96, 114], because all subjects in the same cluster share

the same frailty value zi.

The main assumption of a shared frailty model is that all individuals in cluster i share the same

value of frailty Zi (i = 1, ..., n), and this is why the model is called the shared frailty model. The

lifetimes are assumed to be conditionally independent with respect to the shared (common) frailty.

This shared frailty is the cause of dependence between lifetimes within the clusters.

3.7.2 The Frailty Distributions

The frailty zi is an unobservable realization of a random variable Z with probability density func-

tion f (.) which is the frailty distribution. Since zi multiplies the hazard function, Z has to be

non-negative. Another constraint is further needed for identifiability reasons, similar to the zero

mean constraint of a random effect in a standard linear mixed model. More specifically, the mean

of Z is typically restricted to unity when possible (i.e., when E(Z) exists) in order to separate the

baseline hazard from the overall level of the random frailties.

The choice of the frailty distribution is of crucial importance to arrive at a good description of

the dependence structure present in the data. Therefore, the choice of the frailty distribution is

even more important as the choice of the distribution of the random effect(s) in mixed models.

Different distributions have been proposed for the frailty term. In this study, we used Gamma and
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inverse Gaussian frailty distributions. In both cases, as a single heterogeneity parameter (denoted

by θ ) shows the degree of independence.

3.7.2.1 The Gamma Frailty Distribution

The gamma distribution is very-well known and has simple densities. It is the most common dis-

tribution used for describing frailty. Even though gamma models have closed form expressions for

survival and hazard functions, from a computational view, it fits well to frailty data and it is easy

to derive the closed form expressions for unconditional survival and hazard functions. The gamma

distribution has been widely applied as a mixture distribution for example [104, 115]. From a

computational and analytical point of view, it fits very well to failure data. It is widely used due to

mathematical tractability [24]. To make the model identifiable, we restrict that expectation of the

frailty equals one and variance be finite, so that only one parameter needs to be estimated. Thus,

the distribution of frailty Z is the one parameter gamma distribution. Under the restriction, the

corresponding density function and Laplace transformation of gamma distribution:-

fz(Zi) = Z(1/θ)−1
i exp(−Zi/θ)

Γ(1/θ)θ 1/θ
, θ > 0

Where Γ(.) is the gamma function, it corresponds to a Gamma distribution Gam(µ,θ) with µ fixed

to 1 for identifiability. Its variance is then θ , with Laplace transform

L(u) = (1+u/θ)−θ , θ > 0

Note that if θ > 0, there is heterogeneity. So the large values of θ reflect a greater degree of

heterogeneity among groups and a stronger association within groups.

The conditional survival function of the gamma frailty distribution is given by [103].

So(t) = [1−θ ln(S(t))]−1/θ , θ > 0

And the conditional hazard function is given by:

h0(t) = h(t)[1−θ ln(S(t))]−1
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Where S(t) and h(t) are the survival and the hazard functions of the baseline distributions. Larger

variance indicates a stronger association within groups. For the Gamma distribution, the Kendall’s

Tau, which measures the association between any two event times from the same cluster in the

multivariate case, can be compute by:

τ = θ

θ+2 , where ε(0,1), With SE(τ) = 2SE(θ)
(θ+2)2 , Where τε(0,1)

3.7.2.2 Inverse Gaussian Frailty Distribution

The inverse Gaussian (inverse normal) distribution was introduced as a frailty distribution alterna-

tive to the gamma distribution by [100]. Similar to the gamma frailty model, simple closed-form

expressions exist for the unconditional survival and hazard functions, this makes the model at-

tractive. In particular, Inverse Gaussian frailties generate stronger dependence at mid time. As

an alternative to the gamma distribution. The probability density function of an inverse Gaussian

shared distributed random variable with parameter θ > 0 is given by;

fz(zi) = ( 1
2πθ

)1/2 Z−3/2
i exp(−(zi−1)2

2θzi
), θ > 0, z > 0

For identifiability, we assume z has expected value equal to one and variance θ .

The Laplace transformation of the inverse Gaussian distribution is:-

L(s) = exp( 1
θ
(1−
√

1+2θs)), θ > 0, s > 0

For the inverse Gaussian frailty distribution the conditional survival function is given by:

S0(t) = exp{ 1
θ
(1− [1−2θ ln{S(t)}]1/2}, θ > 0

And For the inverse Gaussian frailty distribution the conditional hazard function is given by:

h0(t) = h(t)[1−2θ ln(S(t))]−1/2, θ > 0

Where S(t) and h(t) are the survival and the hazard functions of the baseline distributions. With

multivariate data, an Inverse Gaussian distributed frailty yields a Kendall’s Tau given by,

τ = 1
2 −

1
θ
+2 exp(2/θ)

θ 2

∫
∞

2/θ

exp(−u)
u du , where τ ∈ (0, 1

2)
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3.7.3 Baseline Survivor and Hazard Function

As in the proportional hazards model, parametric or non-parametric forms of baseline hazard can

be assumed in frailty models. If non-parametric form is assumed for h(t), then semi parametric pro-

portional hazards model is considered and the estimates are usually obtained by using Expectation-

Maximization (EM) algorithm.

The survival time T is assumed to follow a distribution with density function f (t), then the survival

function is given by S(t) = P(T > t) =
∫

∞

t f (u)du

The hazard function is a measure of the probability of failure during a very small interval, assuming

that the individual has survived at the beginning of the interval. It is defined as:-

h(t) = f (t)
S(t) =

−d
dt S(t)
S(t)

The relationship between the survival and the hazard function is given by S(t) = exp(−
∫

∞

0 h(u)du).

Under the parametric approach, the baseline hazard function is defined as a parametric function

and the vector of its parameters, say ψ , is estimated together with the regression coefficients and

the frailty parameter(s).

The cumulative hazard function is given by H(t) =
∫ t

o h(u)du. Specifying one of the four func-

tions f(t), S(t), h(t) or H(t) specifies the other three functions. The parameter λ is reparameterized

in terms of predictor variables and the regression parameters. Typically for parametric models, the

shape parameter ρ is held fixed. where λ ,ρ,σ > 0, PH is Proportional hazards, AFT is acceler-

ated failure time and Φ(z) denoted the standard normal cumulative distribution. In this research

the following distributions are considered.
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Table 3.2: Parametric Distributions For The Baseline Hazards

Distribution f(t) s(t) h(t) H(t) Parameter Space

Weibull ρλ tρ−1 exp(−λ tρ) exp(−λ tρ) ρλ tρ−1 λ tρ λ ,ρ > 0

Log-Logistic λρtρ−1

(1+λ tρ )2
1

1+λ tρ

λρtρ−1

1+λ tρ ln[1+( t
λ
)ρ ] λ ∈ℜ,λ > 0

Log-normal λ exp(−λ t) exp(−λ t) λ λ t λ > 0

3.7.4 Parameterization

When we say proportional hazards (PH) it means that the hazard function of a group is proportional

to the hazard function of the other group, i.e., the hazard ratio is constant over time [20]. The haz-

ard ratio is hence given by HR = exp(β
′
Xi j) is the hazard ratio (HR). Where β

′
= β1,β2,β3, .....,βp

is a vector of regression coefficients and Xi j is the vector of covariates for subject j in cluster i. On

the other hand, the accelerated failure-time (AFT) model describes stretching out or contraction of

survival time as a function of predictor variables. The acceleration factor which is usually denoted

by φ is given by exp(α
′
Xi j) where α

′
= α1,α2,α3, .....,αp is a vector of regression coefficients in

case of AFT model. For the weibull, log logistic and log-normal survival model, the relationship

between α and β is given by.

For weibull, β j = −α jρ , where ρ is the shape parameter and hence, HR = exp(β ) = exp(−α jρ)

is the hazard ratio of the jth group with the reference groups. On the other hand for log-logistic

distribution, since the log-logistic model is a proportional odds (PO) model, i.e. it has constant

OR for two groups. Therefore β j = −α jρ , where ρ is the shape parameter and OR = exp(β ) =

exp(−α jρ) indicates the failure odds ratio of the jth group with the reference groups. Lastly, for

log-normal, has shape similar to the log-logistic distribution accommodates an AFT model (as

log-logistic), but is not a proportional odds model.
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3.8 Method of Parameter Estimation

Estimation of the frailty model can be parametric or semi-parametric. In the former case, a para-

metric density is assumed for the event times, resulting in a parametric baseline hazard function.

Estimation is then conducted by maximizing the marginal log-likelihood [27]. In the second case,

the baseline hazard is left unspecified and more complex techniques are available to approach that

situation. Even though semi-parametric estimation offers more flexibility, the parametric estima-

tion will be more powerful if the form of the baseline hazard is somehow known in advance.

Frailty models account for the clustering present in grouped event time data. For right-censored

clustered survival data, the observation for subject j ∈ Ji = { ˙1, ...,ni} from cluster i ∈ I = { ˙1, ...,s}

is the couple (yi j,δi j), where yi j = min(ti j,ci j) is the minimum between the survival time tij and

the censoring time ci j, and where δi j = I(ti j ≤ ci j) is the event indicator. When covariate infor-

mation are been collected the observation will be (yi j,δi j,Xi j), where Xi j denote the vector of

covariates for the i jth observation. In the parametric setting, estimation is based on the marginal

likelihood in which the frailties have been integrated out by averaging the conditional likelihood

with respect to the frailty distribution. Under assumptions of non-informative right-censoring and

of independence between the censoring time and the survival time random variables, given the

covariate information, the marginal log-likelihood of the observed data can be written as.

lmarg(ψ,β ,θ ;Z,X)=∑
s
i=1{[∑ni

j=1 δi j(log(h0(yi j))+XT
i j β )]+log[(−1)diLd([∑ni

j=1 Ho(yi j)exp(XT
i j )])]}

Where di = ∑
ni
j=1 δi j is the number of events in the ith cluster, and Lq(.) the qth derivative of the

Laplace transform of the frailty distribution defined as

L(s) = E[exp(−Zs)] =
∫

∞

0 (−Zis) f (Zi)dzi, S≥ 0 and

L(s) = E(−q)
∫

∞

0 (Zq exp(−Zs)) f (Zi)dzi, q≥ 0
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Where Ψ represents a vector of parameters of the baseline hazard function, β the vector of re-

gression coefficients and θ the variance of the random effect. The estimates of Ψ,β ,θ are ob-

tained by maximizing the marginal log-likelihood of the above. This can be done if one is able to

compute higher order derivatives Lq(.) of the Laplace transform up to q = max(̇d1,d2,d3, ...,ds).

Symbolic differentiation is performed in R, but is impractical here; mainly because this is very

time consuming [27].

3.9 Comparison of Models

Model comparison and selection are among the most common problems of statistical practice,

with numerous procedures for choosing among a set of models [116]. There are several methods

of model selection. The most commonly used methods include information criteria. One of the

most commonly used model selection criteria is Akaike Information Criterion (AIC). A data-driven

model selection method such as an adapted version of Akaike’s information criterion AIC is used

to find the truncation point of the series [117]. In some circumstances, it might be useful to easily

obtain AIC value for a series of candidate models [27]. In this study, we used the AIC criteria to

compare various candidates of parametric frailty models. The model with the smallest AIC value

is considered a better fit. For comparing models that are non-nested type, the Akaike’s information

criterion (AIC) which is defined as:

AIC =−2log(L)+2(k+ c+1)

Where k is the number of covariates, c the number of model specific distributional parameters. The

preferred model is the one with the lowest values of the AIC. Manipulation of the comparison was

done using the R software.
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3.10 Model Diagnostics

3.10.1 Evaluation of the Baseline Parameters

The graphical methods can be used to check if a parametric distribution fits the observed data or

not. Appropriateness of assumed distributions baseline hazard function is evaluated as follows:

Model with the weibull baseline has a property that the log(−log(S(t)) is linear with the log of

time, where Ŝ(t) = exp(−λ tρ). Hence, log(− log(Ŝ(t)) = log(λ )+ρ log(t). This property allows

a graphical evaluation of the appropriateness of a Weibull model by plotting log(− log(Ŝ(t))) ver-

sus log(t) where Ŝ(t) is Kaplan-Meier survival estimate [118].

For log-normal baseline plot of Φ−1{1−exp(−H(t))}= Φ−1{1− Ŝ(t)} versus log time (t) should

be linear, if the log-normal distribution is appropriate.

For log logistic baseline plot log(1−Ŝ(t)
Ŝ(t)

) versus log(t). This should be linear with slope ρ . The

log-failure odd versus log time of the log-logistic model is linear. Where log failure odds can be

written as: log(1−Ŝ(t)
Ŝ(t)

) = log(λρtρ) = log(λ ) + ρ log(t). Where Ŝ(t) is Kaplan-Meier survival

estimate [118].

3.10.2 The Cox- Snell Residuals

The Cox-Snell residuals method can be applied to any parametric model and the residual plots can

be used to check the goodness of fit of the model. For the parametric regression problem, analogs

of the semi parametric residual plots can be made with a redefinition of the various residuals to

incorporate the parametric form of the baseline hazard rates [20]. The first such residual is the

Cox–Snell residual that provides a check of the overall fit of the model. The Cox–Snell residual,

r j, is defined by: r j = Ĥ(Tj/X j) where Ĥ is the cumulative hazard function of the fitted model. If

the model fits the data, then the r
′
js should have a standard (λ= 1) exponential distribution, so that
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a hazard plot of r j versus the Nelson–Aalen estimator of the cumulative hazard of the r
′
js should

be a straight line with slope one.

Table 3.3: The Cox–Snell residuals for the baseline hazard functions considered in this study

Distribution for Baseline Hazard Function Cox-Snell residuals (r j)

Weibull λ̂ exp(β̂
′
X j)tρ

Log-Logistic ln( 1̂
1+λ̂ exp(β ′X j)t

p
j
)

Log-normal ln( 1
1+ρt exp(β ′X j)

)

3.10.3 Checking for Proportional Hazard Assumption

Let Ĥ0(t) is the cumulative baseline hazard function, and K is the number of disjoint categories.

To check the proportionality assumption we could plot ln(Ĥ10(t)), ln(Ĥ20(t)), ..., ln(Ĥk0(t)) versus

t. If the assumption holds, then, these should be approximately parallel and the ln(Ĥg0(t)) and

ln(Ĥh0(t)) should give a crude estimate of the factor needed to obtain constant vertical separation

between Ĥh0(t) from Ĥ0(t). An alternative approach is to plot ln(Ĥg0(t))− ln(Ĥ10(t)) versus t for

g = 2. . . k. If the proportional hazards model holds, each curve should be roughly constant [20].

3.10.4 The Quantile - Quantile Plot

A quantile-quantile or q-q plot is made to check if the accelerated failure time model provides an

adequate fit to the data. The plot is based on the fact that, for the accelerated failure-time model,

S1(t) = S0(φ t)

Where S0 and S1 are the survival functions in the two groups and φ is the acceleration factor. Let

t0p and t1p be the pth percentiles of groups 0 and 1, respectively, that is
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tkp = S−1
k (1− p),k = 0,1.

Using the relation S1(t) = S0(φ t) we must have S0(to p) = 1− p = S1(t1 p) = S0(φ t1p) for all t. If

the accelerated failure time model holds, top = φ t1p. To check this assumption we compute the

Kaplan–Meier estimators of the two groups and estimate the percentiles t1p, top, for various values

of p. If we plot the estimated percentile in group 0 versus the estimated percentile in group 1 (i.e.,

plot the points t1p, top, for various values of p), the graph should be a straight line through the

origin, if the accelerated failure time model holds. If the curve is linear, a crude estimate of the

acceleration factor q is given by the slope of the line [20].
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4 Results and Discussion

4.1 Descriptive of Socio-economic and Health Related Variables

The data for this study consists of 366 patients who were major depressive disorder patients un-

der psychiatric follow up at Jimma University Medical Center, from September 1, 2018 to August

31, 2020 were considered. Of all 366 MDD patients during the time period, 198(54.1%) were

experienced the event (first symptomatic recovery from MDD) whereas 168(45.9%) of them were

censored (Table 4.1). The estimated median symptomatic recovery time for MDD patients was

found to be 7 months.

Among the total number of MDD patients, 187(51.1%) were males and 179(48.9%) were fe-

males; of which 41.2% of males and 67.6% of females were experienced symptomatic recovey.

The median symptomatic recovery time of male and female were 11 and 9 months, respectively.

Regarding to age of patients, about 37(10.1%) of patients were aged between 13-19, 98(26.8%)

were aged between 20-25, 144(39.3%) were aged between 26-49 and about 87(23.8%) were aged

50 and above; of which 59.5%, 64.3%, 63.9% and 24.1% were recovered, respectively. The me-

dian recovery time of MDD patients who aged 13-19, 20-25, 26-49 and 50 & above were 6, 7,

6 and 13 months, respectively. This result seems to indicate that majority of MDD patients were

found between 26-49 age group, and patients who aged 50 and above took longer period of time

to first symptomatic recovery than the other age groups.

Relatively among the woreda, Jimma Town experienced highest MDD 18.1% followed by Kersa

woreda 8.4% and Gomma woreda 6.5%. Setema woreda was experienced the lowest MDD 2.4%

followed by Limmu Seka woreda 3%. Setema woreda has also the highest median time to first

symptomatioc recovery from MDD (13 months) among the other woreda. (see Annex 4).
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Regarding marital status of patients, about 110(30.1%) were single, 136(37.2%) were married,

62(16.9%) were widowed and 58(15.8%) were divorced. Among those who were experienced

event of interest, symptomatic recovery in our case, it showed that 72(65.5%), 98(72.1%), 12(19.4%)

and 16(27.6%) were single, married, widowed and divorced in marital status categories. The me-

dian recovery time of MDD patients single, married, widowed and divorced were 6, 5, 21 and 19

months respectively.

Based on the results of this study, it shown that most of the patients join to the JUMC at their

adolescent age. Out of 366 patients 20(5.5%) were childhood, 198(54.1%) patients were join at

adolescent age while remaining 148(40.4%) were join at adult age and above. Patients who were

adolescent age seems that they took shorter time to first symptomatic recovery from major depres-

sive disorder (7 months).

Patients who had family history of mental illness seems that they stay longer time 12 months

than who had no family history of mental illness 6 month to experience recovery. Out of total,

190(51.9%) had no family history of mental illness while 176(48.1%) had a family history of

mental illness. From those who has family history of mental illness 75(42.6%) were recoverd and

101(57.4%) were censored.

Regarding khat chewing of patients, 230(62.9%) were non chewing khat while 136(37.1%) were

khat chewers. The median recovering time of patients of non chewing khat and chewing khat are

5 and 13 months respectively, and of which 77% and 15.7% recovered respectively.

It also observed that from total patients, only 215(58.7%) of patients had educated educational

level while 151(41.3%), of patient’s had uneducated educational level. Patients’ with uneducated

educational level stayed 13 months, of which 29.3% were recovered and educated educational level

stayed 9 months of which 89.4%. Regarding employment of MDD patients, from total of MDD
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Table 4.1: Descriptive summary of covariates with the recovery status from MDD patients.
Recovery Status

Variable Categories Censored(%) Events(%) Total(%) Median Time
(in months) 95% CI

Gender Male 110(58.8%) 77(41.2%) 187(51.1%) 11 (9, 18)
Female 58(32.4%) 121(67.6%) 179(48.9%) 9 (5, 13)

Age 13-19 15(40.5%) 22(59.5%) 37(10.1%) 6 (5, 20)
20-25 35(35.7%) 63(64.3%) 98(26.8%) 7 (5, 8)
26-49 52(36.1%) 92(63.9%) 144(39.3%) 6 (5, 9)
≥ 50 66(75.9%) 21(24.1%) 87(23.8%) 13 (12, 14)

Marital Status Single 38(34.5%) 72(65.5%) 110(30.1%) 6 (5, 9)
Married 38(27.9%) 98(72.1%) 136(37.2%) 5 (4, 7)
Widowed 50(80.6%) 12(19.4%) 62(16.9%) 21 (20, 22)
Divorced 42(72.4%) 16(27.6%) 58(15.8%) 19 (13, 22)

First Onset Age Childhood 8(40%) 12(60%) 20(5.5%) 11 (5, 12)
Adolescent 78(39.4%) 120(60.6%) 198(54.1%) 7 (6, 9)
Adult 82(55.4%) 66(44.6%) 148(40.4%) 9 (7, 18)

Family History No 67(35.3%) 123(64.7%) 190(51.9%) 6 (5, 7)
Yes 101(57.4%) 75(42.6%) 176(48.1%) 12 (9, 18)

Chewing Khat No 53(23%) 177(77%) 230(62.9%) 5 (4, 6)
Yes 115(84.6%) 21(15.4%) 136(37.1%) 13 (11, 20)

Educational Level Uneducated 152(70.7%) 63(29.3%) 215(58.7%) 13 (12, 15)
Educated 16(10.6%) 135(89.4%) 151(41.3%) 9 (3, 15)

Employment No 105(60.3%) 69(39.7%) 174(47.5%) 9 (8 19)
Yes 63(32.8%) 129(67.2%) 192(52.5%) 6 (4, 7)

Religion Orthodox 47(49.5%) 48(50.5%) 95(25.9%) 9 (6, 18)
Muslims 90(43.7%) 116(56.3%) 206(56.3%) 10 (6, 11)
Protestant 24(52.2%) 22(47.8%) 46(12.6%) 7 (6, 8)
Other’s 7(36.8%) 12(63.2%) 19(5.2%) 6 (4, 7)

Ethnicity Oromo 112(46.3%) 130(53.7%) 242(66.1%) 8 (6, 11)
Amhara 42(49.4%) 43(50.6%) 85(23.2%) 7 (6, 18)
Others 14(35.9%) 25(64.1%) 39(10.7%) 6 (5, 13)

Substance Abuse No 61(32.1%) 129(67.9%) 190(51.9%) 5 (4, 6)
Yes 107(60.8%) 69(39.2%) 176(48.1%) 12 (10, 18)

Other Cofactors No 40(19.8%) 162(80.2%) 202(55.2%) 5 (4, 6)
Yes 128(78%) 36(22%) 164(44.8%) 10 (9, 22)

Event of Relapse No 64(33.7%) 126(66.3%) 190(51.9%) 6 (5, 7)
Yes 104(59.1%) 72(40.9%) 176(48.1%) 13 (5, 17)
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patients, about 174(47.5%) of the patients has unemployed while 192(52.5%) has employed. The

median symptomatic recovering time of the MDD patient has unemployed and has employed 9

and 6 months respectively, and of which 39.7% and 67.2% were recovered respectively.

Regarding to ethnicity of patients, the major ethnic groups identified in the study area were Oromo

242(66.1%), of which 130(53.7%) of them have recovered, 85(23.2%) of them are Amhara of

which 43(50.6%) have recovered and the other ethnicities are 39(10.7%) of which 25(64.1%) of

them have recovered. Orthodox account for 95(25.9%) of the population, muslims account for

206(56.3%) of the population, protestant account for 46(12.6%) where as 19(5.2%) were other’s

religion of patients.

Regarding to substance abuse of patients, about 176(48.1%) of patients were substance abused

while, 190(51.9%) were not substance abused. Among patients who were experienced recovery

of MDD 69(39.2%) were substance abused while, 129(67.9%) were not substance abused. The

median recovering time for substance abused and not substance abused patients were 12 and 5

months respectively.

Patients who have other cofactors seems that they stay longer time 10 months than who had no

other cofactors 5 to experience recovery. Out of total, 202(55.2%) had no other cofactors while

164(44.8%) had a other cofactors. From those who have other cofactors 36(22%) were recoverd

and 128(78%) were censored.

Lastly, regarding event of relapse, 190(51.9%) had not event of relapse while, 176(48.1%) had

event of relapse. Among patients who were experienced first symptomatic recovery from MDD

126(66.3%) had not event of relapse while, 72(40.9%) had event of relapse. The median recov-

ering time for who had event of relapse and who had not event of relapse patients were 6 and 13

months respectively.
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4.2 Survival of Significantly Different Groups

Figure 4.1: The survival functions of the significantly different groups

The survival time to first symptomatic recovery for patients whose abused substance is greater than

those patients who were didn’t abused substance. This indicates that the probability of prolonging

symptomatic recovery time at a given specific time is greater for patients whose abused substance

(Figure 4.1). The result of log rank test also revealed that difference is significant at 5% level of

significance (p = < 0.001)(see Annex 3).

The survival time to first symptomatic recovery for patients who were educated is less than those

patients who were uneducated (Figure 4.1). This indicates that educated patients had shorter symp-

tomatic recovery time than uneducated patients. The result of log rank test also revealed that dif-

ference is significant at 5% level of significance (p = < 0.001) (see Annex 3).

The survival time to first symptomatic recovery for patients who were employed is less than those

patients who were unemployed (Figure 4.1). This indicates that employed patients had shorter
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symptomatic recovery time than unemployed patients. The result of log rank test also revealed that

difference is significant at 5% level of significance (p = < 0.001) (see Annex 3).

The survival time to first symptomatic recovery for patients whose khat chewers is greater than

those patients who were non chewers (Figure 4.1). This means, the probability of prolonging

symptomatic recovery time at a given time for the khat chewers group of patients is greater as

compared to the nonchewers group. The result of log rank test also revealed that difference is

significant at 5% level of significance (p = < 0.0001)(see Annex 3).

The survival time to symptomatic recovery for patients whose had other cofactors is greater than

those patients who hadn’t other cofactor (Figure 4.1). This indicates that probability of prolong-

ing symptomatic recovery time a given time for the who had other cofactor group of patients is

greater as compared to the who hadn’t other cofactor. The result of log rank test also revealed that

difference is significant at 5% level of significance (p = < 0.0001) (see Annex 3).

4.3 Univariable Analysis

In the univariable analysis, covariates with p-value less than or equal to 25% were considered for

multivariable analysis. Then, the multivariable models were fitted including all the potential co-

variates that were significant at 25% level of significance at the univariate level (see Annex 1).

From the univariable analysis we observed that the covariate gender of patients, age, marital sta-

tus, family history of mental illness, khat chewing, educational level, employment status, substance

abuse, other cofactor and event of relapse history of patients were significant in the entire models

used. This indicates that they are important prognostic factor for the time to first symptomatic

recovery of MDD patients.

However, first onset age, religion and ethnicty of MDD patients were not a significant factor for the

first symptomatic recovery of MDD according to all the candidate models (i.e, Weibull-Gamma,
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Weibull-Inverse Gaussian, Loglogistic-Gamma, Loglogistic-Inverse-Gaussian, Lognormal-Gamma

and Lognormal-Inverse Gaussian). Therefore, based on this result, it is better to ignore these co-

variates and shall do our multivariable analysis using the significant factors. Hence, the effects of

the gender of patients, age, marital status, family history, khat chewing, educational level, employ-

ment, substance abuse, other cofactor and event of relapse history of patients on the time of first

symptomatic recovery from MDD shall better be interpreted using the multivariable analysis.

4.4 Multivariable Analysis and Model Comparison

For time-to-first symptomatic recovery from MDD, the multivariable survival models of the Weibull,

Loglogistic and Lognormal for the baseline hazard function; and the Gamma and the Inverse Gaus-

sian frailty distributions were fitted again by assuming all the significant covariates in the univari-

able analysis at 25% level of significance. The output of the Lognormal-Inverse-Gaussian multi-

variable frailty model is presented in Table 4.3; and the output of the other multivariable frailty

models were similarly drawn (see Annex 2).

The variance of the random effect or frailty θ is significant for all baseline frailty models at

5% level of significance. It is highest when we assume the inverse gaussian frailty distribution

(θ = 0.21) followed by the gamma distribution (θ = 0.172) with the lognormal baseline hazard

function. The Kendall’s tau τ is used to measure the dependence within the clusters (woredas) and

it is higher for the higher variance of random effect θ values. Accordingly, the dependence within

the clusters for the lognormal-inverse-gaussian frailty model (τ = 0.081) is the maximum followed

by the lognormal gamma frailty model (τ = 0.079). This indicates that within group correlation on

times-to-first symptomatic recovery of MDD within the clusters (woredas).

The most commonly used methods include information and likelihood based criteria. For shared

frailty models information based criteria is used while for the nested frailty model likelihood ratio

test is used. Thefore, to compare the Gamma and Inverse Gaussian shared frailty models with
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Weibull, Loglogistic and Lognormal hazard functions, this study used information criteria. The

most commonly used model selection are the Akaike Information criterion (AIC) and Bayesian

Information criterion (BIC). The model with the smallest AIC value is considered a better fit. The

AIC value of the Lognormal-Inverse-Gaussian model that i.e. 1172.549 is the minimum from all

the other AIC values of the models which indicates that it is the most efficient model to describe

the major depresive disorder dataset among the different parametric shared frailty models (Table

4.2)

Table 4.2: AIC, BIC and LRT values of the models used in the study

Baseline hazard function Frailty distribution AIC BIC LRT τ

Weibull Gamma 1197.6797 1316.999 232 0.026

Inverse-Gaussian 1192.313 1282.455 223 0.027

Loglogistic Gamma 1183.948 1302.879 235 0.015

Inverse-Gaussian 1174.908 1244.216 218 0.014

Log-normal Gamma 1181.907 1300.928 225 0.079

Inverse-Gaussian 1172.549 1244.136 210 0.081

The Lognormal-Inverse-Gaussian frailty model result showed that the marital status of patients,

khat chewing, educational level, employment, substance abuse and other cofactors were signifi-

cant at 5% level of significance (Table 4.3). This indicates that they were the contributing factor

for the first symptomatic recovery of MDD patients. However, according to this model the gender,

family history of mental illness of patients, event of relapse and age of patient’s has no significant

effect on the first symptomatic recovery of MDD patients.

The result of this study suggested that marital status of patients had a significant effect on the

first symptomatic recovery status of MDD patients; the acceleration factor of divorced patients

was 1.858 times higher than those who were single (φ = 1.858), which means that the survival

time of single patients was reduced by 85.8% when compared with those who had divorced mari-
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tal status. Therefore, patients with divorced marital status had prolonged time to first symptomatic

recovery from MDD by a factor of 1.858 than the patients with single marital status.

Similarly, khat chewing had a significant effect on the first symptomatic recovery status of MDD

patients; the acceleration factor of patients who chew khat was 2.466 times that of patients who

did not chew khat (φ = 2.466,95%CI = 2.125,2.807), which means that patients who chew khat

had longer symptomatic recovery time from MDD by a factor of 2.466 than those who did not

chew khat. Therefore, khat chewers were less likely to had first symptomatic recovery than their

counterparts.

Looking at the effect of education status, after adjusting other confounding variables, the accelera-

tion factor of being recovered of patients with educated status was 0.596 times less than the factor

of those with uneducated status (φ = 0.596,CI : 0.323,0.867); this indicates that the symptomatic

recovery time of patients who were educated was reduced by 40.4% when compared with patients

who were uneducated. Therefore, symptomatic recovery time was shorter for educated patients.

Employment status was another covariate which had a significant impact on the symptomatic re-

covery time of patients; the acceleration factor for being recovered of patients who were employed

was 0.658 times less than that of patients who were unemployed (φ = 0.658,CI : 0.406,0.911),

indicating that the symptomatic recovery time of patients who employed was reduced by 34.2%

when compared with patients who were unemployed. Therefore, employed patients had shorter

symptomatic recovery time than unemployed patients.

Furthermore, holding other covariates constant and accounting for frailty, substance abuse had

also a significant effect on the symptomatic recovery time of mental patients. The acceleration

factor of being recovered of mental patients who were substance abused was 1.487 times the fac-

tor of those who were not substance abused (φ = 1.487,CI : 1.224,1.749), which means that the
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survival time of substance abused patients was 48.7% less when compared with non-substance

abused patients. Thus, substance abused patients had longer symptomatic recovery time than the

non-substance abused patients.

Looking at the effect of other co-factors, after adjusting other covariates, patients who had other

co-factors were found to be associated with high survival time, whose acceleration factor was

1.633 times that of the patients without other co-factors (φ = 1.633,95%CI = 1.337,1.929), which

means that the symptomatic recovery of patients who had other co-factors was decreased by about

63.3% when compared to patients without other co-factors and the decrements could be as low as

33.7% and as high as 92.9%. Thus, patients with others co-factors were less likely to have first

symptomatic recovery than their counterparts.

The value of the shape parameter in the lognormal-inverse Gaussian frailty model is σ = 3.56.

This value is greater than unity that indicates the shape of hazard function is unimodal, i.e. it in-

creases up to some time and then decreases. The variability (heterogeneity) in the population of

clusters (woredas) estimated by our best model is θ = 0.21, and the dependence within clusters is

about τ = 8.1%.
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Table 4.3: Lognormal-Inverse Gaussian Multivariable Analysis
Covariates Category Coef S.E φ 95% CI p-value
Gender Male Ref 1

Female -0.149 0.129 0.862 [0.609 1.114] 0.25
Age of patients (in years) 13-19 Ref 1

20-25 -0.057 0.215 0.944 [0.523 1.366] 0.79
26-49 -0.031 0.211 0.969 [0.556 1.383] 0.88
≥ 50 0.38 0.255 1.471 [0.962 1.962] 0.13

Martital status Single Ref 1
Married -0.212 0.143 0.808 [0.529 1.089] 0.14
Widowed 0.3215 0.240 1.379 [0.909 1.849] 0.18
Divorced 0.6195 0.230 1.858 [1.407 2.309] 0.0071 *

Family History No Ref 1
Yes 0.1419 0.132 1.1523 [0.894 1.411] 0.28

Chewing Khat No Ref 1
Yes 0.9028 0.174 2.466 [2.125 2.807] ≤0.001 ***

Educational Level Uneducated Ref 1
Educated -0.517 0.138 0.596 [0.323 0.867] ≤0.001**

Employment No Ref 1
Yes -0.4179 0.129 0.658 [0.406 0.911] 0.0012**

Substance Abuse No Ref 1
Yes 0.3966 0.134 1.487 [1.224 1.749] 0.003 **

Other Cofactors No Ref 1
Yes 0.4905 0.151 1.633 [1.337 1.929] 0.0011 ***

Event of Relapse No Ref 1
Yes 0.2058 0.132 1.228 [0.969 1.487] 0.12
θ = 0.21 τ = 0.081 µ=0.000131 σ = 3.56 AIC = 1172.549

48



4.5 Model Diagnostics

4.5.1 Diagnostic plots of parametric baselines

The final step in the model assessment is to see the overall goodness of fit. Therefore, it is desirable

to determine whether a fitted parametric model adequately describes the data or not. To check the

adequacy of our baseline hazard: weibull is plotted by log(− log(Ŝ(t))) with the logarithm of time

of the study; the log-logistic is plotted by log odds of failure or log(1−Ŝ(t)
Ŝ(t)

) with the logarithm of

time and the log-normal is plotted by the qnorm(1-survival) or Φ−1[1− Ŝ(t)] with the logarithm of

time (Figure 4.2). The plot of lognormal is more linear than the other plots. The patterns suggests

that the lognormal hazard function is appropriate in the model.

Figure 4.2: Graphical Evaluation of the weibull, loglogistic and lognormal assumptions

49



4.5.2 The Cox Snell residual plots

The Cox-Snell residuals are one way to investigate how well the model fits the data. In this case we

used the Cox-Snell residuals to check the overall goodness of fit for different parametric models.

The Cox- Snell residuals obtained from fitting the lognormal model to our data via maximum

likelihood estimation. By comparing with Weibull and Loglogistic, this plot shows tha the line to

the Cox-Snell residuals of the lognormal models were nearest to the line through the origin, again

indicating that this model describes the MDD dataset well.

Figure 4.3: Cox-Snell residuals obtained by fitting lognormal to the MDD dataset.

4.5.3 Adequacy of accelerated failure time

A quantile-quantile or q-q plot is made to check if the accelerated failure time provided an adequate

fit to the data using two different groups of population. We shall graphically check the adequacy of

the accelerated failure-time model by comparing the significantly different educational level (ed-

ucated, uneducted), employment status (employed, unemployed), marital status (single, married,

divorced, widowed), chewing khat (yes, no), other cofactor (yes, no) and substance abuse (yes, no)

(Figure 4.4). The figures appear to be approximately linear for all covariates.

50



Figure 4.4: Q-Q plots to check the adequacy of accelerated failure time model

4.6 Discussion

The findings of this study revealed that being educated and employed status significantly shorten/decelerate

the time-to-first symptomatic recovery from major depressive disoreder, while being divorced, khat

51



chewers, abused substance and with other cofactors accelerates time-to-first symptomatic recovery

among major depressive disoreder patients in Jimma University Medical Center.

In this study, of 366 MDD individuals under psychiatric follow up during the time period, 198(54.1%)

of them were faced first symptomatic recovery whereas 168(45.9%) of them were censored. This

result seems to imply that the majority of MDD patients, who were selected as a sample for study,

were achieved first symptomatic recovery. In complement with this, the study done by Novic et al.
[119], retorted that among the patients considered, 52.1% were achieved recovery and 47.9% did

not achieved recovery.

Lognormal-Inverse-Gaussian shared frailty model having minimum AIC value selected as best

fit the MDD data set. Lognormal really shines for skewed distributions, large variances (i.e, data

with a large standard deviation), and all-positive values. Additionally, if we were to take the natural

log of each random variable and its result is a normal distribution, then the Lognormal is the best fit.

This research also showed that there was a clustering (frailty) effect on modeling time-to-first

symptomatic recovery from MDD which might be due to the heterogeneity in woreda from which

the patients came-from which means that patients’ coming from the same woreda share similar risk

factors related to MDD. Clusters with minimum median time have smaller frailties, so that these

clusters are predicted to have a high hazard and more probable to first symptomatic recovery [23].

These nuisance terms modify the hazard function, so that the hazard function should be evaluated

conditionally on this effect. Woredas frail more are more likely to symptomatic recovery than the

less frail woredas (since the event is positive).

Results of this study showed that educational level of patients was significantly influenced time

to first symptomatic recovery from MDD. Patients who were educated had more likely symp-

tomatic recovery time from MDD by a factor of 0.596 than those who were uneducated. The result
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is similar with studies conducted by Novic et al. [119]. They suggested that patients achieving

recovery were more likely to have a higher level of education (p = 0.0075). Additionally, the

likelihood of achieving recovery was negatively associated with lower levels of education [120].

The result is similar with studies conducted in South Africa and Turkey which described that the

possible explanation for this could be the fact that individuals with low socioeconomic and edu-

cational status were given less value to their self-esteem and live a stressful life as compared with

educated individuals. In addition, educated people have better understanding of the risk factors of

depression compared to uneducateds [10, 67, 69].

The findings of this study implied that marital status of patients significantly influenced time to

first symptomatic recovery from MDD. Acceleration factor of φ = 1.858 indicates that patients

with divorced marital status had prolonged time to symptomatic recovery from major depressive

disorder as compared to the patients with single marital status. Study conducted by Andualem

Mossie and Novic et al. [71, 119] also supports this fact. This study is also consistent with the

study conducted by L.Gu and J.Xie, Mogga and Deyessa [73, 74, 75] which stated that depression

has shown a significant association with marital status. Widowed individuals were five times more

likely to develop depression as compared to single individuals. This could be due to the fact that

the loss of a spouse or lovers has been identified as one of the most stressful life events, requiring

more psychological therapy compared to many others.

The result of this study also revealed that the khat chewing is another risk factor for the first

symptomatic recovery from MDD. The finding was supported by studies done in Jimma Univer-

sity and Ambo University [71, 70]. The probability of developing depression among khat chewers

is more likely than that among nonchewers. This result is consistent with the study conducted in

Jimma University by Gelaw et al. [80] and Tekalign et al. [81] with WHO expert analysis [82]

which revealed that depression was significantly associated with khat chewing. The probability of

developing depression episodes among khat chewers is tenfold higher than that among nonchewers.
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The results of this study suggested that employment status severely impacted patients recovery.

For patient those who were employed, the acceleration factor was less than one (φ = 0.658) which

means that patients who were employed took shorter time to recovery as compared to unemployed.

The finding was supported by a study done in United States [67]. This finding is consistent with a

study done by Ermias Mekonnen & Samuel Esayas. They reported that Unemployed individuals

had shown increased risk of having mental illness than professionals [83]. In a study of Unem-

ployment and Depression Among Emerging Adults, the risk of depression is higher among the

unemployed than among the employed. In bivariate analyses, depression was more likely among

unemployed emerging adults compared with employed emerging adults (p<.001). The odds of

depression were about 3 times higher for unemployed than employed emerging adults [84].

Substance abuse has been identified as prognostic factor for first symptomatic recovery from MDD.

Substance abused patients were less likely to recover from MDD than that of non-substance abused

patients (φ = 1.487). This result is supported by study done in mekelle General Prison Center [34]

and study conducted in Borena smi-nomadic community [87]. In addition, this finding is in agree-

ment with the study done by Dierker [121] who retorted that substance use increases the risk of

major depressive disorder. Similary, study conducted by Covey stated that persons with major

depression tend to abuse substances and have difficulties when they try to stop. There are thou-

sands of chemicals other than nicotine present in cigarette smoke, of which one or several may

affect mood in the same way as a group of antidepressant medications called monoamine oxidase

inhibitors or does. These medications effectively increase levels of specific neurotransmitters in-

volved in the regulation of mood. Smoking, therefore, may be one way for depressed individuals

to alleviate depressive symptoms [86].

Furthermore, the study findings showed that other cofactor of patients significantly influenced

time to symptomatic recovery from MDD. Patients those who were with other cofactor had longer
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recovery time by a factor of 1.633 than the patients with no other cofactor. The result is similar

with study conducted by Leonard which suggested that the 12-month prevalence and odds of ma-

jor depression are high in individuals with chronic medical conditions, and major depression is

associated with significant increases in utilization, lost productivity and functional disability [88].

Similarly, the result was supported by other studies done in Malaysia and Ethiopian [12, 122].

This study also showed that there was a clustering (frailty) effect on modeling time to first symp-

tomatic recovery of MDD which might be due to the heterogeneity with in woredas from which

the patients came from. Assuming patients coming from the same woreda share similar risk factors

related to MDD, indicating that it was important considering the clustering effect in modeling the

hazard function. The heterogeneity in the woredas was significant and estimated to be θ = 0.21,

and the dependence within clusters is about τ = 0.081(8.1%). These values were the maximum

among the variance of the random effects and the Kendall’s tau of all the models. This result

consolidate the idea that larger values of q, indicates that there is a higher degree of heterogeneity

among groups and strong association within groups [123].

4.7 Limitations of the study

However, the thesis is not done without limitation. Though prognostic factors for recovery of MDD

are many, the research is limited only to the thirthen covariates. This is because the patient’s card

consists more of the characteristics that are not related to the recovery of MDD and some relevant

covariates like economic status, social relationship, loneliness and low wealth index has not been

recorded. Since these are the expected risk factors from many literature’s and lack of prior research

studies on the topic.
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5 Conclusion and Recommendation

5.1 Conclusion

This study used survival time of Major Depressive Disorder patients data set for those patients who

were received treatments and under follow up from September 1, 2018 through August 31, 2020,

with the aim of modeling the determinants of time to first symptomatic recovery of MDD patients

in Jimma University Medical Center.

The Lognormal-Inverse-Gaussian frailty model is the model that best described the time to first

symptomatic recovery from Major Depressive Disorder patients data set. The result of lognormal-

inverse-gaussian shared frailty model showed that marital status, khat chewing, employment status,

educational level, substance abuse and other cofactor were found to be statistically significant risk

factors for first symptomatic recovery of major depressive disorder patients.

According to the study, the median first symptomatic recovery time from major depressive dis-

orde was 7 months. There is a frailty (clustering) effect on the time-to-first symptomatic recovery

from major depressive disorders’ that arises due to heterogeneity in between the woredas.

5.2 Recommendation

Based on the conducted study, different significant factors were identified for the first symptomatic

recovery of major depressive disorder patients. The following recommendations were made for

the ministry of health, policy makers, psychiatrists or clinicians and the public at large.

� Good treatments have to be given for the society on the risk of divorce of marriage by giving

the treatments that start from the marriage dissolution case.

� Uneducated patients should have to get emphasis and good treatments in accordance with

their understanding level in order to recover from their illness.
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� Patients with khat chewing habits were less likely to recover from the disorder. Therefore,

it has to be needed to work against such bad habits by considering it as one of the treatment

parts.

� The researcher recommended that all the concerned bodies should take their parts in helping

major depressive disorder patients who are substance abused.

� The governments and non-government sectors will be devote huge efforts in order to reduce

the effects of unemployment.

� The health workers, especially psychiatrists, should be cautious when a patient is under a

follow up of a mental case with who had other cofactors.

� The researcher suggested that if those identified risk factors could be well managed, many

mental health problems are preventable and that there is considerable scope for increasing

interventions that reduce the incidence of people developing major depressive disorder prob-

lems and increase the potential for sustained recovery after illness.

� The additional information of the patients history such as economic status, drug side effects,

loneliness, poor social support and severity of MDD using charting the MDD illness should

be recorded in patients card and included in the further studies.
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APPENDIXES

Annex 1: Univariable Analysis Using Parametric Shared Frailty Models For MDD Dataset

A. Weibull-Gamma and Weibull-Inverse-Gaussian Univariable Analysis

Variable Category Weibull-Gamma Weibull-Inverse-Gaussian

Coef SE φ p-value Coef SE φ p-value

Gender Female -0.38 0.134 0.68 0.004 -0.384 0.13 0.68 0.004

Age 20-25 -0.08 0.219 0.92 0.71 -0.09 0.22 0.91 0.68

26-49 -0.174 0.21 0.84 0.41 -0.175 0.212 0.83 0.41

≥50 0.754 0.272 2.12 0.006 0.752 0.27 2.12 0.006

Marital Status Married -0.148 0.141 0.86 0.3 -0.171 0.14 0.84 0.22

Widowed 0.976 0.281 2.65 ≤ 0.001 0.997 0.284 2.71 ≤0.001

Divorced 0.845 0.248 2.33 ≤ 0.001 0.859 0.25 2.36 ≤0.001

First Onset Age Adolescent -0.1613 0.270 0.85 0.55 -0.164 0.27 0.85 0.54

Adult Above -0.0915 0.28 0.91 0.74 -0.095 0.28 0.91 0.73

Family History Yes 0.557 0.130 1.74 ≤ 0.001 0.55 0.13 1.73 ≤ 0.001

Chewing Khat Yes 1.56 0.21 4.76 ≤ 0.001 1.58 0.213 4.85 ≤ 0.001

Educational Level Educated -1.08 0.144 0.34 ≤ 0.001 -1.1 0.145 0.33 ≤ 0.001

Employments Yes -0.59 0.135 0.55 0.001 -0.59 0.136 0.6 ≤ 0.001

Religion Muslims -0.1347 0.154 0.87 0.38 -0.1337 0.154 0.87 0.39

Protestant 0.006 0.228 1.01 0.98 0.011 0.23 1.01 0.96

Other’s -0.482 0.289 0.62 0.095 -0.481 0.289 0.62 0.97

Ethnicity Amahara 0.084 0.1567 1.1 0.59 0.0824 0.157 1.1 0.6

Others -0.138 0.194 0.87 0.48 -0.1439 0.195 0.87 0.46

Substance abuse Yes 0.71 0.133 2.02 0.001 0.683 0.134 1.97 ≤.001

Other Cofactors Yes 1.25 0.164 3.45 ≤0.001 1.25 0.166 3.5 ≤.001

Event of Relapse Yes 0.513 0.132 1.67 ≤0.001 0.52 0.13 1.68 ≤.001
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B. Loglogistic-Gamma and Loglogistic-Inverse- Gaussian Univariable Analysis

Variable Category Weibull-Gamma Weibull-Inverse-Gaussian

Coef SE φ p-value Coef SE φ p-value

Gender Female -0.454 0.142 0.63 0.0014 -0.45 0.142 0.64 0.0015

Age 20-25 -0.141 0.244 0.87 0.56 -0.145 0.245 0.86 0.56

26-49 -0.177 0.233 0.83 0.45 -0.179 0.23 0.84 0.44

≥50 0.742 0.273 0.48 0.0065 0.743 0.274 2.1 0.007

Marital Status Married -0.192 0.15 0.83 0.21 -0.199 0.155 0.82 0.2

Widowed 0.962 0.258 2.61 ≤ 0.001 0.977 0.261 2.65 0.0002

Divorced 0.853 0.239 2.34 ≤ 0.001 0.88 0.24 2.4 0.00024

First Onset Age Adolescent -0.215 0.297 0.81 0.47 -0.214 0.297 0.81 0.47

Adult Above -0.16 0.305 0.85 0.6 -0.159 0.31 0.85 0.6

Family History Yes 0.539 0.14 1.71 ≤ 0.001 0.537 0.138 1.71 ≤ 0.001

Chewing Khat Yes 1.59 0.174 4.9 ≤ 0.001 1.61 0.1754 5 ≤ 0.001

Educational Level Educated -1.1 0.139 0.33 ≤ 0.001 -1.14 0.14 0.33 ≤ 0.001

Employments Yes -0.652 0.141 0.52 ≤ 0.001 -0.655 0.141 0.52 ≤ 0.001

Religion Muslims -0.156 0.169 0.86 0.36 -0.1545 0.169 0.86 0.36

Protestant -0.053 0.25 0.95 0.83 -0.0527 0.246 0.95 0.83

Other’s -0.279 0.308 0.76 0.37 -0.2732 0.307 0.76 0.37

Ethnicity Amahara 0.096 0.170 1.10 0.57 0.0963 0.170 1.10 0.57

Others 0.0389 0.215 1.04 0.86 0.0399 0.215 1.04 0.85

Substance abuse Yes 0.827 0.135 2.28 ≤ 0.001 0.811 0.135 2.25 ≤ 0.001

Other Cofactors Yes 1.22 0.157 3.39 ≤ 0.0001 1.22 0.1573 3.39 ≤ 0.001

Event of Relapse Yes 0.564 0.139 3.06 ≤ 0.001 0.563 0.14 1.76 ≤ 0.001
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C. Log-normal-Gamma and Log-normal-Inverse-Gaussian Univariable Analysis

Variable Category Weibull-Gamma Weibull-Inverse-Gaussian

Coef SE φ p-value Coef SE φ p-value

Gender Female -0.443 0.137 0.64 0.001 -0.442 0.137 0.64 0.0012

Age 20-25 -0.071 0.236 0.93 0.76 -0.0834 0.237 0.92 0.72

26-49 -0.145 0.226 0.86 0.52 -0.1504 0.226 0.86 0.51

≥50 0.7535 0.26 2.12 0.0037 0.7518 0.261 2.12 0.004

Marital Status Married -0.214 0.150 0.81 0.15 -0.212 0.151 0.81 0.16

Widowed 0.859 0.239 2.31 ≤ 0.001 0.872 0.24 2.39 ≤ 0.001

Divorced 0.807 0.229 2.24 ≤ 0.001 0.850 0.231 2.34 ≤ 0.001

First Onset Age Adolescent -0.235 0.294 0.78 0.42 -0.234 0.294 0.79 0.43

Adult Above -0.195 0.301 0.82 0.52 -0.193 0.301 0.83 0.52

Family History Yes 0.481 0.134 1.6 ≤ 0.001 0.478 0.134 1.61 ≤ 0.001

Chewing Khat Yes 1.5 0.167 4.5 ≤ 0.001 1.53 0.168 4.6 ≤ 0.0001

Educational Level Educated -1.06 0.136 0.35 ≤ 0.001 -1.08 0.137 0.33 ≤ 0.0001

Employments Yes -0.61 0.137 0.54 <.001 -0.615 0.137 0.541 ≤ 0.001

Religion Muslims -0.14 0.162 0.87 0.39 -0.1392 0.16 0.87 0.39

Protestant -0.055 0.234 0.95 0.81 -0.0543 0.233 0.95 0.82

Other’s -0.233 0.323 0.79 0.47 -0.2299 0.323 0.794 0.48

Ethnicity Amahara 0.116 0.164 1.12 0.48 0.118 0.164 1.12 0.47

Others 0.056 0.219 1.06 0.8 0.055 0.219 1.06 0.8

Substance abuse Yes 0.754 0.133 2.12 ≤ 0.001 0.742 0.134 2.09 ≤ 0.001

Other Cofactors Yes 1.08 0.148 3.0 ≤ 0.001 1.08 0.149 3.0 ≤ 0.001

Event of Relapse Yes 0.518 0.135 1.68 ≤ 0.001 0.521 0.136 1.68 ≤ 0.001
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Annex 2: Multivariable Analysis Using Parametric Frailty Shared Models For MDD Dataset

A. Weibull-Gamma Multivariable Shared Frailty Model

Covariates Category Coef S.E φ 95% CI p-value

Gender Male Ref 1

Female -0.0882 0.132 0.915 [0.657 1.174] 0.50

Age of patients (in years) 13-19 Ref 1

20-25 0.2077 0.208 1.231 [0.823 1.638] 0.32

26-49 0.2244 0.211 1.251 [0.838 1.665] 0.29

≥ 50 0.5444 0.254 1.723 [0.226 2.137] 0.11

Martital status Single Ref 1

Married -0.1662 0.143 0.847 [0.819 0.875] 0.25

Widowed 0.3896 0.267 1.476 [0.953 1.999] 0.14

Divorced 0.5064 0.245 1.659 [1.179 2.139] 0.038 *

Family History No Ref 1

Yes 0.0985 0.139 1.1035 [0.831 1.376] 0.48

Chewing Khat No Ref 1

Yes 1.035 0.203 2.815 [2.47 3.213] ≤0.001 ***

Educational Level Uneducated Ref 1

Educated -0.404 0.146 0.667 [0.382 0.954] 0.0056 **

Employment No Ref 1

Yes -0.363 0.130 0.695 [0.441 0.950] 0.0053 **

Substance Abuse No Ref 1

Yes 0.4584 0.141 1.581 [1.298 1.851] 0.0011 **

Other Cofactors No Ref 1

Yes 0.625 0.164 1.869 [1.547 2.189] 0.00014 ***

Event of Relapse No Ref 1

Yes 0.251 0.133 1.286 [0.025 1.546] 0.059

θ = 0.054 τ = 0.026 AIC = 1197.679
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B. Weibull-Inverse-Gaussian Multivariable Shared Frailty Model

Covariates Category Coef S.E φ 95% CI p-value

Gender of patients Male Ref 1

Female -0.0967 0.130 0.907 [0.653 1.163] 0.46

Age of patients (in years) 13-19 Ref 1

20-25 0.0957 0.206 1.10 [0.697 1.504] 0.64

26-49 0.1490 0.209 1.161 [0.751 1.573] 0.48

≥ 50 0.4434 0.253 1.558 [0.058 1.654] 0.08

Martital status of patients Single Ref 1

Married -0.1297 0.141 0.878 [0.602 1.155] 0.36

Widowed 0.4519 0.262 1.571 [0.289 1.622] 0.084

Divorced 0.5027 0.237 1.653 [1.189 2.118] 0.034 *

Family History of patients No Ref 1

Yes 0.0200 0.137 1.02 [0.752 1.289] 0.88

Chewing Khat No Ref 1

Yes 0.9955 0.201 2.706 [2.312 3.100] ≤0.001**

Educational Level Uneducated Ref 1

Educated -0.4454 0.143 0.641 [0.360 0.921] 0.001 **

Employment No Ref 1

Yes -0.3482 0.129 0.706 [0.453 0.959] 0.0018 **

Substance Abuse No Ref 1

Yes 0.4021 0.134 1.495 [1.232 1.758] 0.0027 **

Other Cofactors No Ref 1

Yes 0.6127 0.164 1.845 [1.524 2.167] ≤0.001**

Event of Relapse History No Ref 1

Yes 0.2166 0.130 1.242 [0.987 1.497] 0.097

θ = 0.058 τ = 0.027 AIC = 1192.313
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C. Log-log logistic-Gamma Multivariable Shared Frailty Model

Covariates Category Coef S.E φ 95% CI p-value

Gender of patients Male Ref 1

Female -0.1720 0.127 0.842 [0.592 1.090] 0.18

Age of patients (in years) 13-19 Ref 1

20-25 0.0649 0.213 1.067 [0.649 1.484] 0.76

26-49 0.1289 0.207 1.137 [0.653 1.543] 0.53

≥ 50 0.4988 0.247 1.648 [0.446 1.700] 0.163

Martital status of patients Single Ref 1

Married -0.3196 0.143 0.726 [0.663 1.675] 0.335

Widowed 0.1272 0.241 1.136 [0.663 1.608] 0.60

Divorced 0.4985 0.230 1.646 [1.195 2.097] 0.030 *

Family History of patients No Ref 1

Yes 0.2087 0.132 1.232 [0.973 1.491] 0.11

Chewing Khat No Ref 1

Yes 0.9674 0.180 2.631 [2.278 2.984] ≤0.001***

Educational Level Uneducated Ref 1

Educated -0.4475 0.142 0.639 [0.361 0.917] 0.0017 ***

Employment No Ref 1

Yes -0.4062 0.133 0.666 [0.350 0.871] 0.0023 **

Substance Abuse No Ref 1

Yes 0.4929 0.139 1.637 [1.365 1.909] 0.00039 **

Other Cofactors No Ref 1

Yes 0.4903 0.156 1.633 [1.327 1.939] 0.0017***

Event of Relapse History No Ref 1

Yes 0.2547 0.130 1.291 [0.571 1.588] 0.147

θ = 0.030 τ = 0.015 AIC = 1183.948
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D. Log logistic-Inverse-Gaussian Multivariable Shared Frailty Model

Covariates Category Coef S.E φ 95% CI p-value

Gender Male Ref 1

Female -0.1967 0.129 0.821 [0.647 1.575] 0.13

Age of patients (in years) 13-19 Ref 1

20-25 -0.0371 0.214 0.964 [0.544 1.383] 0.86

26-49 0.064 0.211 1.066 [0.652 1.479] 0.76

≥ 50 0.403 0.253 1.496 [0.172 1.164] 0.11

Martital status Single Ref 1

Married -0.303 0.147 0.738 [0.453 1.029] 0.339

Widowed 0.1996 0.247 1.221 [0.737 1.705] 0.42

Divorced 0.555 0.231 1.742 [1.289 2.195] 0.016 *

Family History No Ref 1

Yes 0.1783 0.135 1.195 [0.931 1.459] 0.19

Chewing Khat No Ref 1

Yes 0.9537 0.181 2.595 [2.240 2.950] ≤0.001 ***

Educational Level Uneducated Ref 1

Educated -0.5139 0.144 0.598 [0.316 0.880] ≤0.001 ***

Employment No Ref 1

Yes -0.4849 0.131 0.616 [0.359 0.872] ≤0.001 **

Substance Abuse No Ref 1

Yes 0.4612 0.136 1.586 [1.319 1.852] ≤0.001 **

Other Cofactors No Ref 1

Yes 0.5068 0.156 1.599 [1.354 1.966] 0.0012 ***

Event of Relapse No Ref 1

Yes 0.2488 0.132 1.282 [0.572 1.809] 0.06

θ = 0.030 τ = 0.014 AIC = 1174.908
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E. Lognormal-Gamma Multivariable Shared Frailty Model

Covariates Category Coef S.E φ 95% CI p-value

Gender of patients Male Ref 1

Female -0.1487 0.128 0.862 [0.611 1.113] 0.25

Age of patients (in years) 13-19 Ref 1

20-25 0.0449 0.216 1.046 [0.623 1.469] 0.84

26-49 0.0276 0.209 1.028 [0.618 1.438] 0.90

≥ 50 0.4637 0.251 1.589 [0.098 2.082] 0.065

Martital status of patients Single Ref 1

Married -0.2421 0.141 0.785 [0.509 1.061] 0.086

Widowed 0.2504 0.237 1.284 [0.820 1.749] 0.29

Divorced 0.5500 0.232 1.733 [1.278 2.188] 0.018 **

Family History of patients No Ref 1

Yes 0.1773 0.130 1.194 [0.939 1.449] 0.17

Chewing Khat No Ref 1

Yes 0.9057 0.172 2.474 [2.136 2.811] ≤0.001 ***

Educational Level Uneducated Ref 1

Educated -0.4835 0.138 0.62 [0.346 0.887] ≤0.001 **

Employment No Ref 1

Yes -0.3510 0.131 0.704 [0.447 0.961] 0.0074 **

Substance Abuse No Ref 1

Yes 0.4290 0.135 1.536 [1.271 1.800] 0.0014 **

Other Cofactors No Ref 1

Yes 0.4850 0.149 1.624 [1.332 1.916] 0.0012 ***

Event of Relapse History No Ref 1

Yes 0.2234 0.130 1.25 [0.995 1.505] 0.086

θ = 0.172 τ = 0.079 AIC = 1181.907
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Annex 3: The log rank test for Survival curve for significantly different groups

Variables Category N Observed Expected (O−E)2

E
(O−E)2

V χ2 df Sig.

Marital Status Single 110 72 62.4 1.48 2.36

Married 136 98 69.3 11.92 20.16

Widowed 62 12 31.1 11.75 15.30

Divorced 58 16 35.2 10.48 14.04 39.1 3 <.0001

Khat Chewing No 230 177 115.8 32.3 85.7

Yes 136 21 82.2 45.5 85.7 85.7 1 <0.0001

Educational Status Illiterate 215 63 120.5 27.5 77.1

Literate 151 135 77.5 42.7 77.1 77.1 1 <.0001

Employment Status No 174 69 99.8 9.51 21.1

Yes 192 129 98.2 9.66 21.1 21.1 1 <.001

Substance Abuse No 190 129 94.9 12.2 25.9

Yes 176 69 103.1 11.3 25.9 25.9 1 <.001

Other Cofactors No 202 162 103.9 32.5 75.6

Yes 164 36 94.1 35.9 75.6 75.6 1 <.0001
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Annex 4: Descriptive statistics for woredas of patients’

Category Censored Events Total Median Time

(in months)

Woreda Jimma 35(53%) 31(47%) 66(18.1%) 6

Agaro 13(72.2%) 5(27.8%) 18(4.9%) 10

Kersa 17(54.8%) 14(45.2%) 31(8.4%) 5

Dedo 6(37.5%) 10(62.5%) 16(4.3%) 11

Omo Nada 11(55%) 9(45%) 20(5.5%) 9

Limmu Kosa 5(31.2%) 11(68.8%) 16(4.4%) 7

Seka Chokorsa 10(47.6%) 11(52.4%) 21(5.7%) 11

Tiro Afeta 5(29.4%) 12(70.6%) 17(4.6%) 4

Setema 3(33.3%) 6(66.7%) 9(2.4%) 13

Gumay 7(58.3%) 5(41.7%) 12(3.3%) 7

Gera 7(38.9%) 11(61.1%) 18(4.9%) 7

Shabe Sombo 7(38.9%) 11(61.1%) 18(4.9%) 7

Sokoru 11(47.8%) 12(52.2%) 23(6.3%) 11

Mana 10(47.6%) 11(52.4%) 21(5.7%) 4

Gomma 10(43.5%) 13(56.5%) 23(6.2%) 7

Sigimo 5(35.7%) 9(64.3%) 14(3.9%) 6

Limmu Seka 2(18.2%) 9(81.8%) 11(3.0%) 2

Chora Botor 4(33.3%) 8(66.7%) 12(3.3%) 9

80


	Acknowledgement
	Abstract
	List of Acronyms/Abbreviations
	Definition of Symbols
	Introduction
	Background of the Study
	Statements of the Problem
	Objectives of the Study
	General Objective
	Specific Objectives

	Significance of the study

	Literature Review
	Overview of Major Depressive Disorder
	Recovery of Major Depressive Disorder
	Impacts of Major Depressive Disorder
	Risk Factors for Recovery of Major Depressive Disorder

	Over view of Unobserved Heterogeneity of Frailty
	Consequence of Ignoring Frailties

	Methodology
	Study Area
	Data Description
	Study Design
	Inclusion and Exclusion Criteria
	Study Variables
	Dependent Variable
	Independent Variable

	Statistical Methods
	Survival Analysis
	Descriptive Methods For Survival Data
	Estimation of Survivorship Function
	Median Survival Time

	Frailty Models
	Shared Frailty Model
	The Frailty Distributions
	The Gamma Frailty Distribution
	Inverse Gaussian Frailty Distribution

	Baseline Survivor and Hazard Function
	Parameterization

	Method of Parameter Estimation
	Comparison of Models
	Model Diagnostics
	Evaluation of the Baseline Parameters
	The Cox- Snell Residuals
	Checking for Proportional Hazard Assumption
	The Quantile - Quantile Plot


	Results and Discussion
	Descriptive of Socio-economic and Health Related Variables
	Survival of Significantly Different Groups
	Univariable Analysis
	Multivariable Analysis and Model Comparison
	Model Diagnostics
	Diagnostic plots of parametric baselines
	The Cox Snell residual plots
	Adequacy of accelerated failure time

	Discussion
	Limitations of the study

	Conclusion and Recommendation
	Conclusion
	Recommendation

	References
	APPENDIXES
	Annex 1: Univariable analysis using parametric shared frailty models for MDD dataset
	Annex 2: Multivariable Analysis Using Parametric Shared Frailty Models For MDD Dataset
	Annex 3: The log rank test for Survival curve for significantly different groups
	Annex 4: Descriptive statistics for woredas of patients'


