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ABSTRACT

Background: Globally, 333 million new cases of curable sexual transmitted infections
estimated in each year. Approximately 11% of all births worldwide and nearly 95%
of these birth occur in developing countries. In Africa region all female in Liberia
and Kongo had first sexual intercourse at age of 18 has 78% and 77% respectively. In
Ethiopia, 29% had the first sexual intercourse before age 15 years, 62% before age 18
years 58% marry before the age of 18, which can increase the vulnerability of early
sexual debut.

Methods: The 2016 Ethiopian Demographic and Health Survey (EDHS) dataset were
used and a total of 11962 participants reproductive age were included. Bayesian mul-
tilevel logistic regression model was applied to investigate the risk factors and regional
variations in early sexual debut among women in Ethiopia. The prevalence of early
sexual debut have been analyzed with factors like age, education, place of residence,
wealth index, occupation, region, religion and marital status.

Results: Out of 11962 (75.2%) had their first sexual intercourse before the age of
18 years was early sexual debut among women in Ethiopia respectively. About 69.7%
women to having experience of sexual debut where living in rural area and 30% liv-
ing in urban area. The odd of women who come from urban area 42.1% less likely
(OR=0.579 ) to having experienced early sexual debut compared to women who come
from rural area. Poorer was 20.3% (OR=1.203) times more likely to experience early
sexual debut when compared to poorest women. The odd of women working is in-
creased by 13.6%(OR=1.136) compared to women who have not working. Bayesian
multilevel random coefficient model is the most significant model and best fit to the
data.

Conclusions: Age, education, place of residence, wealth index, occupation and mar-
ital status was significantly affect the early sexual debut. Educational coverage and
community-level of wealth status are important intervention area to delay the age of
early sexual debut.

Keywords: Early sexual debut, Bayesian multilevel, Ethiopia
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1 Introduction

1.1 Background of the study

Early sexual initiation was taken as an experience of first sexual intercourse before the
age of 18 years [1,2]. According to World Health Organization early sexual initiation
is associated with adolescents increased risks of unwanted pregnancy, unsafe abortion,
developing fistula and sexual transmitted infections including human immunodeficiency
virus (HIV) [3]. Around 16 million adolescent girls aged 15-19 give birth in each year,
approximately 11% of all births worldwide and nearly 95% of these birth occur in de-

veloping countries [3].

Globally, 333 million new cases of curable STIs estimated in each year occur, con-
nected to the highest rates among aged 2024 years , followed by aged 15-19 years [4].
Around 218 million women of reproductive age (15-49) and adolescent women (15-19)
an estimated around 21 million are pregnancy are living in low and middle income coun-
tries(LMICs) [5]. Approximately 111 million women of reproductive age (15-49) and
around 10.5 million adolescent are unintended pregnancy [5]. All maternal deaths in
worldwide,approximately 86% is accounting for sub-Saharan Africa and South Asia,the

highest proportion (32%) of young people aged 10 — 24 years Sub-Saharan Africa [6] [7].

According to world health organization on Africa region all female in Liberia and
Kongo had first sexual intercourse at age of 18 has 78% and 77% respectively [8]. Ap-
proximately 31% of females between the ages of 20 and 24 in the African region were
married before age 18 years. The region for early marriage were Niger (76%), Central
African Republic (68%), Chad (67%), Mali (54%), and South Sudan (52%) are the top

five countries [§].

In Ethiopia, around 6 million women who are within the age group of 15-19 account-



ing for 12% of the total female population with extremely limited media access (26%
report at least weekly exposure to radio, 18% of television and 9% to newspapers); con-
sequently, 39% had first sex before age 18 and 28% of recent births to women younger

than 20 were unplanned [9].

The 2016 Ethiopian Demographic and Health Survey (EDHS) data used for this study
is based on two stage stratified cluster sampling. The appropriate approach to ana-
lyzing age of sexual initiation among women in Ethiopia from this survey is therefore
based on nested sources of variability. Here the units at lower level (level-1) are individ-
uals (early sexual debut ) who are nested within units at higher level (region). Beside
the nested source of variability; the response variable in this study is early sexual debut
which is binary response. Therefore, for analyzing the data, Bayesian multilevel model
is used in this study. The reason why the Bayesian approach is preferred over the usual
frequentest technique is that the power of information obtained from the approach is
much better as it is the combination of likelihood data and prior information about

the distribution of the parameter.

1.2 Statement of the Problem

Ethiopia maternal mortality ratio for 2017 was 401 deaths per 100,000 live births.
According to the report of EDHS in 2011 the maternal mortality ratio were 676 per
100,000 live births which was higher as compared to the global average and also the
report was revealed that, 29% first had sexual intercourse before age 15 years, 62% be-
fore age 18 years 58% marry before the age of 18, which can increase the vulnerability
of early sexual debut [10]. This is indicate the burden on age of initiation for sexual

intercourse among women in Ethiopia.

A study conducted in Ethiopia by correlates of sexual initiation among adolescent and
youth in Addis Ababa the proportion of sexual initiation aged between 15-24 years
was 49.3% [11]. Youth who begin early sexual activity are more likely to practice risky
sexual behaviors, such as multiple sexual partners and incorrect or inconsistent con-

dom use. As a result, they increase the risk of sexually transmitted infection (STIs),



including HIV/AIDS, unwanted pregnancy, unsafe abortion, early childbirth, vaginal
fistula, substantial socio-economic and psychosocial problems. These problems are the

greatest threats to health and wellbeing of the youth [12].

Studies conducted in Ethiopia used logistic regression or multivariate logistic regression
and spatial analysis to identify important risk factors of the age initiation of sexual
intercourse among female, youth and women in Ethiopia [13, [14]. It is found out a
number of socioeconomic and demographic characteristics of women greatly influence
age of initiation of sexual intercourse of women such as age of women, education, re-
spondent occupation , place of residence, religion , wealth index, radio, television and
region. However, their study did not investigate the relative contribution at the in-
dividual and regional level of factors influencing women’s age of initiation of sexual

intercourse of women using the Bayesian multilevel logistic regression.

To fill this gap, Bayesian multilevel logistic regression model has been employed for
identifying factors affecting age of initiation of sexual intercourse of among women in
Ethiopia at individual and regional levels.

In general, this study were addressed the following research questions:

1) What are the most influential factors that have significant contribution on early
sexual debut among women in Ethiopia?.

2) Do regions differ in the occurrence of age of initiation of sexual intercourse of among
women in Ethiopia?

3) From the study variables which predictors have variation across regions?

4) Which model is a good fit to the data well?

1.2.1 General Objectives of the study

The general objective of this study was to examine the extent of regional disparity on
age of initiation for sexual intercourse and to examine factors associated with early

sexual debut.



1.2.2 Specific objectives of the study

1) To examine the most influential factors that has significantly associated with early
sexual debut among women in Ethiopia .

2) To investigate between and within regional variations of age of initiation of sexual
intercourse of among women in Ethiopia.

3) To determine from the study variables, the variation of predictors across regions.
4) To compare Bayesian multilevel empty model, the intercept model and random

coeflicient model.

1.2.3  Significance of the study

The results of this study could provide information to government and other concerned
organizations in setting policies, society, strategies and further investigation for under-
standing the effect of age of initiation of sexual intercourse.

The other basic significance of the study is that it may also further assist other re-
searchers interested in this area and they may use it as a benchmark for their future
works.Its also expected to give some knowledge about the determinants or risk factors

of early sexually transmitted disease(infection)



2 Literature Review

2.1 Overview of age of initiation of sexual intercourse

Early sexual debut is defined as having sexual intercourse before the age of 18 year.
Sexual initiation usually happens during adolescence and early onset may result in
unwanted consequences in several aspects and also early initiation of sexual activity
affects the sexual and reproductive health of the young population [2]. Furthermore,
girls before 15 years are five times at higher risk of death and those 15-19 years are twice
more likely to die than women aged 20-24 years in pregnancy or childbirth [15] [16].
Complications from Pregnancy and childbirth are the primary cause of disease (1 out

of 7 girls) among before aged 19 years in third world countries [17].

In 2016, an estimated 21 million girls aged 15-19 years in developing countries became
pregnant, approximately 12 million of whom gave birth and nearly half of pregnancies
to girls aged 15-19 years in developing countries are unintended and the estimated 5.6
million abortions that occur each year among adolescent girls aged 15-19 years, 3.9
million are unsafe, contributing to maternal mortality, morbidity and lasting health
problems [I§]. The health consequences, pregnancy and childbirth complications are
the leading cause of death among girls aged 15-19 years globally, with 99% of global
maternal deaths of women aged 15-49 years accounting for low- and middle-income

countries [19].

In African countries , an early sexual debut is high which ranging from 26.8% in
Nigeria to 55% in Ghana [20, 21I]. Among Nigerian adolescents aged 15-19 years, a
fifth of them were found to have initiated sexual activities [22]. A study in Ghana
indicated that age at first sexual experience increased from 16 years in 1988 to 18 years
in 2014 [23]. The studies conducted in Nigeria based on geographical variations and
contextual effects on age of initiation of sexual intercourse among women in Nigeria us-
ing multilevel and spatial study of age at first sexual intercourse found strong evidence

that women’s odds of starting sexual intercourse early was significantly associated with



respondents’ current age, education attainment, religion affiliation, ethnicity, geopo-
litical region, and community median age of marriage. The log odds of early sexual
debut increased with increasing age and decreased with increasing level of education

4.

2.1.1 Sexual intercourse in Ethiopia

Like other African countries, experiences of early sexual initiation among Ethiopian
female adolescents are high, ranging from 19% in Shire-Endasillasie to 20.4% in Ambo
university, through to 27.6% in Legehida district of Amhara region |25, 26]. According
to few local studies in Ethiopia, being a female increases the likelihood of early sex-
ual initiation [27, 28] as well as, educational status, place of residence, income and
religion are found to be factors associated with an early sexual initiation in female

adolescents |25, 29].

The study based on geographical variations of early age sexual initiation among reproductive-
age women in Ethiopia: evidence from EDHS 2016 using the independent variable age,
religion, wealth index, type of residence, respondent occupation, region, marital sta-
tus and education. Out of these variable place of residence, educational attainment,
wealth index, and marital status were identified as statistically significant factors on
early sexual debut and Poorer [AOR = 1.28, 95% CI: (1.12-1.46)] and richest [AOR
= 1.46, 95% CI: (1.23, 1.74)] were 1.28 and 1.46 times more likely to experience early

sexual initiation as compared to the poorest women respectively [30].

2.1.2 Determinants of sexual debut among women in Ethiopia

A number of socio-demographic factors have been identified to be contributing to early
sexual debut. Risk factors or early sexual debut can be categorized in two levels
(individual level: current age , education, religion, respondent occupation and mar-

ital status) and (community level is residence, wealth index and region).



Age

Age at first sexual activity in many areas tends to begin at a younger age than in the
past. The mean age of marriage has gradually been increasing while the age of puberty
in both sexes appears to be falling [31]. The study done in Nigeria using multilevel
and spatial distribution revealed that age of women is significant association on early
sexual debut. This variable are three groups(15-24,25-34,and 34+). The median age

at first sexual intercourse for all women included in the study was 15 years [24].

Education

Education has been found to be a protective factor to early sexual experience because
it tends to delay sexual intercourse to a later stage in life compared to those that a
less educated [23]. Adolescent with no education or little education are more likely
to initiate early sexual intercourse [32]. This is because education support adolescent
with relevant information about sexual and reproductive health needs and also support
knowledge about their sexual needs and rights that may affect their future careers and

opportunity [32]

The study conducted in Nigeria based on A Cox Proportional Hazard Model revealed
that education significant association with Age at First Sexual Intercourse with (p
value 0.00 < 0.05). This variable had four categories(no education, primary, secondary
and higher). It was found that the hazard of having an early sexual intercourse for
those with primary, secondary and higher education decreases by 14.3% (1-0.857) x
100, 24.3% and 47.6% respectively when compared with those with no education [33].

The study conducted to early initiation of sexual intercourse among adolescent females
in Ethiopia revealed that primary, secondary, and higher education level decreases the
odds of early sexual debut compared to those with no formal education (primary AOR
= 0.44, 95% CI: 0.35, 0.56), (secondary AOR = 0.19, 95% CI: 0.13, 0.28), and (higher
AOR= 0.31, 95% CI: 0.15, 0.63) [34]. The other study is depicted that female youth

who were no attending school were 14 times more likely initiate sex at or before age



18 than attending higher education(AOR = 14.1, 95% CI = (8.1, 24.7) [35].

Similar the study conducted in Ethiopia depicted that as the education level of teenage
women increase the percentage of teenage pregnancy decrease.The percentage of teenage
pregnancy based the education level is (34.0%)for uneducated, (11.5%) primary and
(6.7%) secondary and above education level [36].

Wealth Index

The protective effects of wealth against early sexual experience has been established
[32, B7]. Belonging to a rich household wealth index reduces the risk of early sexual
experience, For example, the study of in Nepal found that belonging to a rich wealth
index is associated with lower likelihood of early sexual activities [37]. A study carried
out in Amhara region to establish the odds of being married below the age of 18 in
the poorer and poorest level 1.38 and 2.37 more likely to be early married compared
to those women in the richest level (AOR = 1:38 and CI: 1.16,4.83; AOR = 2:37 and
CI: 2.19, 7.83), respectively [3§].

Respondent Occupation

The study conducted in Nigeria using cox proportional hazard regression model and
logistic regression model revealed that respondent occupation where associated with
early sexual debut for female youth and female youth who were working also had higher
odds (OR 1.28, C.I. 1.03, 1.58) of using a condom at last sex compared to those who
were not working [39].

The other study show that percentage of teenage pregnancy based on current working
status of women shows that 17.0% of teenage women those who did not work were

pregnant where as 13.8% of those who were workings are pregnant [36].

Place of Residence

The study in Nigeria found that being a female youth from a rural area increased the
risk of early sexual activities. Another study also found that women staying in a rural

area is more at risk of early sexual experience compared to those staying in urban area



[40]. The other study on the correlates of early sexual debut among sexually active
youth in Ghana found that early sexual experience is significantly higher among youth
residing in urban areas compared to youth in rural areas [32] Youth in the urban areas
maybe more exposed to urban lifestyles including media and Internet activities which

may influence their sexual behavior [32].

Marital Status

The study conducted on determinants of teenage pregnancy in rural Ethiopia based
on marital status of teenage, the percentage of teenage pregnancy and motherhood
was the highest for those who were married (59.0%) and the lowest for those who were

single (1%), while 30% for those who were divorced or widowed [41].

Religion

According to the national census conducted in 2007, over 32 million people or (43.5%)
Ethiopian orthodox Christians, more than 25 million or (33.9% ) Muslim, 13.7 million,
or (18.6%), were Protestants, less than two million or (2.6%) adhered to traditional be-
liefs,0.7% roman catholicism and 0.7% reported to the others [42]. The other research
done determinants of age at first sexual intercourse among women in rural Ethiopia
religion is statistical significant association age at first sexual intercourse among women
and it show that the total women, 35.1% were Orthodox, 42.3% Muslim, 19.6% Protes-

tant, and 3% of them were from other religion followers at the time of the survey [14].

Regional

The regional variation in sexual behavior underlines the powerful role of environmental
factors in shaping behavior and its consequences for sexual health. As of 2008 ,in
Nigeria the study conducted on geographical and contextual effect on age of initiation
of sexual intercourse among women in Nigeria by using multilevel modeling and spatial
analysis region is statistical significant of early sexual debut and north west and north
east had the highest proportion of women who had reported early sexual debut (61% to
78%). The proportion of women who had reported early sexual intercourse was lowest

in South west, south south, south east, and Kwara State (8% to 25%) [24].



2.1.3 Over view of Bayesian multilevel model

There are a number of reasons for using multilevel models. The classical logistic regres-
sion analysis treats the units of analysis as independent observations. One consequence
of not considering hierarchical structures is that standard errors of regression coeffi-
cients will be underestimated, leading to an overstatement of statistical significance and
wrong conclusion. Standard errors for the coefficients of higher-level predictor variables
will be the most affected by ignoring grouping [43]. According to the study conducted
the temperature is depending on where and when it is measured. The study was aimed
to test the spatial modeling of annual minimum and maximum temperature in Iceland,
the observed data, consisting of measurements of temperature, exhibit a latent depen-
dence structure in the sense that the temperature was 14 dependent on where and when

it is measured. It also indicated that including the random effects were significant [44].

In Nigeria the study based on geographical and contextual effect on age of initia-
tion of sexual intercourse among women in Nigeria by using multilevel modeling and
spatial analysis, the purpose of this study was to examine the extent of regional and
state disparities in age of initiation of sexual intercourse and to examine individual-
and community-level predictors of early sexual debut. The variable age, education
attainment, ethnicity, region and community median age of marriage are statistical
significant association of sexual debut. Multilevel logistic regression models were ap-
plied to data on 5531 ever or currently married women who had participated in 2003
Nigeria Demographic and Health Survey and the result is showed that the spatial dis-
tribution of age of initiation of sexual intercourse was nonrandom and clustered with
a Moran’s I = 0.635 (p = .001). There was significant positive spatial relationship be-
tween median age of marriage and spatial lag of median age of sexual debut (Bivariate

Moran’s I = 0.646, (p = .001) [24].
The study based on Bayesian multilevel model on maternal mortality in Ethiopia re-

vealed that educational attainment, wealth index, an age of mother, status and number

of living children was a significant factor of maternal mortality and Bayesian multilevel

10



random coefficient was found to be appropriate to fit the data [45]. The association be-
tween water pipe dependence and chronic obstructive pulmonary disease, by comparing
frequentest and Bayesian methods results show as Bayesian approach have advantages
over the frequentest one, particularly in case of a low power of the frequents analysis
[46]. The data collection procedure is the hierarchical level or structures that means
the levels are nested one another; Kinds of the literature indicated that the Bayesian
models are given preference because the technique is more robust and precise than the
traditional (classical) statistics since it is usually criticized based on the priors and
information from the likelihood. Thus, this collective information has been strength-

ening the better determination of the parameter [47].

Study conducted in Ethiopia established on Bayesian Multilevel Analysis of Utilization
of Antenatal Care Services in Ethiopia revealed that Bayesian multilevel binary logistic
regression of random coefficient model factors, place of residence, religion, educational
attainment of women, husband educational level, employment status of husband, beat,
household wealth index, and birth order were found to be the significant factors for
usage of ANC and Bayesian random coefficient model was found better in fitting the
data appropriately based upon their deviance information criteria compared to the
empty and random intercept model [4§].

The study developed on anemia prevalence among children aged 6-59 months in Ethiopia
by comparing classical and Bayesian approaches. As the author comparison between
Bayesian approach and classical approach results indicated a reduction of standard
errors is associated with the coefficients obtained from the Bayesian approach and

Bayesian produces precise estimates and more robust compared to the classical [36].

According to the study conducted spatial pattern of perinatal mortality and its deter-
minants in Ethiopia by using multilevel logistic regression models and spatial analysis.
The data from 2016 Ethiopia Demographic and Health Survey (EDHS) out of 7230
women who at delivered at seven or more months gestational age nested within 622
enumeration areas (EAs) were used . The result is spatial distribution of perinatal

mortality in Ethiopia revealed a clustering pattern. The global Moran’s I value was

11



0.047 with p-value 0.001. Perinatal mortality was positively associated with the ma-
ternal age, being from rural residence, history of terminating a pregnancy, and place
of delivery, while negatively associated with partners educational level higher wealth
index, longer birth interval, female being head of household and the number of ante-

natal care (ANC) follow up [49].

A number of efficient algorithms are available for obtaining maximum likelihood (ML)
estimates of a multilevel model, for example the iterative generalized least squares
procedure (IGLS) or restricted maximum likelihood estimates. Nevertheless, Bayesian
methods can implement multilevel models without statistical limitations. Bayesian
MCMC methods yield inferences based upon samples from the full posterior distribu-
tion and allow exact inference in cases where, as mentioned above, the likelihood based
methods yield approximations. Here, we apply a fully Bayesian approach as suggested
in [50] which is based on Markov priors and uses Markov Chain Monte Carlo (MCMC)
techniques for inference and model checking. There is no established method for deter-
mining an appropriate number of iterations and burn-in size. Rather, the researcher
use a trial-and-error process in which the ultimate goal is to obtain stable parame-
ter estimates that minimize simulation error. As with the computational intensity this
steps require more time on the part of the researcher. However, for choice of the model,

we routinely used the DIC developed in [51], as a measure of fit and model complexity.
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3 Methods of Data Analysis

3.1 Description of the Study Area

The study conducted in Ethiopia (3° — 14N and 33°-48°F), located at the horn of
Africa. Governmentally, the country is divided into nine regional states and two city
administrations [52]. It is the second-most populous nation in Africa next to Nigeria.
Ethiopia is bordered by Eritrea to the North, Djibouti, and Somalia to the East, Sudan
and South Sudan to the West, and Kenya to the South. Ethiopia has eleven geographic
or administrative regions: nine regional states (Tigray, Afar, Amhara, Oromia, Somali,
Benishangul-Gumuz, SNNPR, and Harari) and two city administrations (Addis Ababa
and Dire Dawa) with a capital city of Addis Ababa.

Source of data

This study was conducted using the data from the 2016 Ethiopia demographic and
health survey (EDHS)which was collected from January 18 to June 27, 2016. The
datasets used for this study are publicly available on the DHS Program repository
https://www.dhsprogram/to all registered users, downloaded with permission. In
Ethiopia, this national and subnational representative household survey is conducted
every five years.

The sampling frame used for the 2016 EDHS is the Ethiopia Population and Housing
Census (PHC), which was conducted in 2007 by the Ethiopia CSA.

The 2016 EDHS is the fourth Demographic and Health Survey conducted in Ethiopia.
It was implemented by the CSA at the request of the Ministry of Health (MoH).

Sampling Technique and Sample Size

The 2016 EDHS was the fourth survey conducted in Ethiopia as part of the worldwide
Demographic and Health Surveys project. It was implemented by the Central Statis-
tical Agency (CSA) at the request of the Federal Ministry of Health (FMoH). Data
collection took place from January 18, 2016, to June 27, 2016 with national represen-

tative of 18,008 households were selected based on a nationally representative sample
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that provides estimates at the national and regional levels and for urban and rural areas.

The data provide in-depth information on family planning, fertility, marriage, in-
fant, child,adult and maternal mortality, maternal and child health, gender, nutrition,
malaria, knowledge of HIV/AIDS and other sexually transmitted diseases.

The 2016 EDHS sample was selected by considering two-stage cluster design and cen-
sus enumeration areas (EAs) were the sampling units for the first stage. A typical
two-level stratification involves first stratifying the population by region at the first
level and then by urban-rural within each region. The sample included 645 EAs (202

in urban areas and 443 in rural areas).

Inclusion and exclusion Criteria

For this study women of reproductive age groups (15-49 years) women who didn’t have
history of sexual intercourse(virgin) and never married where excluding and women
who have at least early sexual intercourse included. To handle missing values we used
list wise deletion which is a common approach and easy to perform by deleting all
incomplete observations from the analysis. The result was unbiased when data are
MCAR [53, [54] missing citation even so,the disadvantage of this method is reduction
of sample size. The sample for this study would be consisted of 15683 age at first
sex(sexual debut , from which only 11962 of them would be considered in this study.

3.2 Methods of Data Analysis

Firstly, descriptive statistics was performed and also assess the patterns in prevalence
early sexual debut among women in Ethiopia. The descriptive analysis was performed
using count,percentages and Chi-squared test to do early sexual debut status. Further-
more, the statistical significance of the discrete variables are tested Using Chi-square

test by considering the research objective by using SPSS 20 software.

Secondly, appropriate Bayesian multilevel logistic regression models were fitted for

early sexual debut by using 2016 EDHS data. All models that used Bayesian multi-
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level estimation approach was implemented within Bayesian framework using in MCMC
approaches and using MLwiN 2.02 software and R version 4.0 software. The statisti-
cal model that used to analysis the data was Bayesian multilevel Logistic Regression
Model. The reason for proposing multilevel approach is that during sample selection
in the data collection procedure there is hierarchical level or structures that mean

individual women were nested under the Region.

Response variable

The dependent variable was early sexual debut , categorized dichotomously as “Yes/No”
variable. Respondents who were engaged in sexual intercourse before the age of 18 were
categorized as “Yes” and those who didn’t as “No.” Therefore the i women who are
early sexual debut in the j* region is represented by a random variable Y;; ,with two
possible values coded as 1 and 0. Hence, the response variable for the ¥ women in
early sexual debut in the j** region is measured as a dichotomous variable.

Y;;= 1 if women early sexual debut j region

0 other wise

With¢=1,2,3,...nand j =1,2,3,....., k. Where: n- is the number of women who are
early sexual debut in each region j and k— is the number of regions.

A two-level model with a binary response (y, reported as having started sexual inter-
course at an early age) for women who are early sexual debut 4 living in region j of the
form:

P(Y,;=1)=m; P(Y,6 =0)=1-—m;Y,; ~ bernoulli (1, ;)

J

Explanatory variables

The explanatory variable are women’s age in years, place of residence, region, religion,
marital status, education level, wealth index and working status. See the code of

explanatory variable from appendix A.
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3.3 Multilevel Logistic Regression Model

When the data is collected in hierarchical structure multilevel model is appropriate to
analyze the data and to see variation between individual and between classes. Mul-
tilevel models are used to account for the correlation of observations within a given
group by incorporating group specific random effects. These random effects can be
nested (women nested within regions, with random effects at the women and region
levels) [55].

The main statistical model of multilevel analysis is the hierarchical generalized linear
model, an extension of the generalized linear model that includes nested random coef-
ficients. Multilevel /hierarchical modeling explicitly accounts for the clustering of the
units of analysis, individuals nested within groups. Such data structures are viewed as
a multistage sample from a hierarchical population. The best way to the analysis of
multilevel data is an approach that represents within group as well as between groups
relations within a single analysis, where group refers to the units at the higher levels

of the nesting hierarchy in this case it is region.

Multilevel models makes sense to use probability models to represent the variabil-
ity within and between groups, in other words, to consider the unexplained variation
within groups and the explained variation between groups as random variability. In
this study not only unexplained variation of early sexual debut but also unexplained
variation between regions was regarded as a random variable. Such variation can be
analyzed through statistical models known as random coefficients models. The multi-
level logistic regression analysis considers the variations due to hierarchy structure in
the data. Hence, the study will help for examination of the effects of regional level and
individual level variation of observations [56]. Conventional logistic regression assumes
that all experimental units are independent in the sense that any variable which related
with early sexual debut has the same effect in all regions, but multilevel models are

used to assess whether the effect of predictors vary from region to region.
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3.3.1 Two level model

In this study, the clustering of the data points within geographical regions offers a natu-
ral 2-level hierarchical structure of the data, i.e. women were nested within regions.Let
Yi; be the age at first sex status for individual in region , coded 1 or 0 associated with
level-one unit, women nested within level two unit region . Also let ;; be the probabil-
ity that the response variable for individual in region j equals 1, and m;; = Pr(Y;; = 1).
Here, Y;; follows a Bernoulli distribution. Like the logistic regression m;; is modeled
using the link function,logit. The binary response Y;; is which equals 1 if women i in
region j was sexual debut and 0 other wise. Similarly, a j subscript is added to the
proportion so that m; = Pr(Y;; = 1). If we have a single explanatory variable, X;,
measured at the individual level, then single level is extended to a two-level model as

follows:

Nij = logit(mi;) = Boj + B1Xy; (1)

Where 8,; = B, + Uj;
where ¢ = 1,2,3,...11962 and j = 1,2,3,...11 U;; Is the random effect at regional
level. Therefore, conditional on U;; , the Y;;s can be assumed to be independently
distributed. Here, U;; is a random quantity and follows N(0,2). The outcome variable
is dichotomous which is women at early sexual debut and denoted by i = 1,2, 3,...11962
and j = 1,2,3,...11 for level-one unit in group j.
The model (1) is often described as follows.
logit(mi;) = Boj + B1.Xij «oeenn. [Level 1 model]

Boj = Bo+ Uij wveeenene. [Level 2 model]
Where: u,; follows normal distribution with mean zero and variance §2. For models
with multiple variables at level-1 or level-2, the above level-1 and level-2 sub models

are generalized in an obvious way.

3.3.2 Testing heterogeneous proportions

For the proper application of multilevel analysis, the first logical step is to test hetero-
geneity of proportions between groups. To test whether there are indeed systematic

differences between the groups the well-known chi-square test for contingency table can
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be used. In this case the chi-square test statistics is given by:-

(g —p)’
2 J 2
= n ~xX'(N=1) (2)
e Where y; :- is group average, obtained as y; = ni Z?i | Yij is the proportion of
J

successes in region j
which is an estimate for the group-dependent probabilityp; and nj;is the number of

observations,N is the number of groups.

e D :- Is the overall average p. = y. = ni ?:1 ni Z?i 1 Yi; is the overall proportion of
J J
successes.

e The decision is based on chi-square distribution with N-1 degrees of freedom.

Empty Model

The empty two-level model for a binary outcome variable refers to a population of
groups (level-two units (regions)) and specifies the probability distribution for group
dependent probabilities Pj in Y;; = P; + €;; without taking further explanatory vari-
ables into account. Here, the logit transformed model, logit(m;;) can have the normal
distribution. Consequently, the empty model can possibly be expressed in the form of
the following formula:

logit(mi;) = Bo + Uy (3)

In the equation above, [, indicates the population average of the transformed prob-
ability and U,; is the random deviations from this average for region j. The residual
term that is associated with the group dependent deviations, U,; has a unique effect of
region j on the response variable; and it is assumed to be normally and independently
distributed with mean zero and variance ,§2 that is U,; ~ N(o0,6%) . In this situations,
the level 2 residual can possibly capture the variations across regional means. In this
model, the amount of variance regarding early sexual debut that is attributable within
group characteristics (women) and between group difference (region) can be investi-

gated.
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The above equation is does not include a separate parameter for the level one vari-
ance. The reason is the level one residual variance of binary outcome variable follows
directly the success probability indicated as follow: wvar(e;;) = m;(1 — m;;) are early
sexual debut dependent residuals. The other reason of applying multilevel analysis is
the existence of intra-class (intraregional) correlation arising from similarity of early
sexual debut in the same region compared to those of different regions. The intra-
class correlation coefficient (ICC) measures the proportion of variance in the outcome
explained by the grouping structure. ICC can be calculated using an intercept-only
model or an empty model. The ICC can be calculated as:

62

10C = i (4)

Where 42 is the variance between the group which can be estimated by U,; and §? is
within-group variance [57] and follows a logistic distribution with variance %2 ~ 3.29
[58]. Denote 7, the probability corresponding to the average values f, as defined by
P(m,) = p, for the logit function, the so-called logistic transformation of f3, , is defined

as:
eBo

1+ ePo (5)

7o = logit(B,) =

Note that due to the non-linear nature of the logit link function, there is no simple
relation between the variance of the deviationsU,;. However, there is an approximate
formula which is valid when the variances are small and is given by:

var(m;) = (m,(1 = 7,))%62

Note that an estimate of population variance var(w;) can be obtained by replacing
sample estimates of 7, and §2 The resulting approximation can be compared with the

nonparametric estimate:

T2 - Sl?etween - Tth (6)
HYPOTHESIS

Hp = There is no regional variation in early sexual debut among women in Ethiopia.

H, = There is regional variation in early sexual debut among women in Ethiopia
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3.3.3 Analysis of Random Intercept Model

The random intercept model is used to model unobserved heterogeneity in the overall
response by introducing random effects. In the random intercept model the intercept is
the only random effect meaning that the groups differ with respect to the average value
of the response variable, but the relation between explanatory and response variables
cannot be differ between groups. The random intercept model expresses the log odds,

i.e the logit ofm;; , as a sum of linear functions of the explanatory variables. That is,

k
. T
logit(m;j) = log(1 _;) = Bo; + ZﬂhXhij (7)
K h=1
i=1,2,....n, j=1,2,.....,11 Where the intercept term f,; is assumed to vary randomly

and is given by the sum of an average intercept [, and group-dependent deviations;

Boj + Usj . As a result we have:

k
logit(mi;) = Boj + Z BrXnij + Usj (8)
h=1

solving for
eﬁori—Z’ﬁ:l BhXnij+Uo;

S 9
Y 1 _I,_ eﬁoj“rzﬁzl ﬁ}LX}'Lij+U0j ( )

The above equation is does not include a level one residual because it is an equation
for the probabilityn;; rather than for the outcome Y;;, where j3,; + Zizl BrXpij +U,j is
the fixed part of the model. The remaining U,; is called the random or the stochastic
part of the model. It is assumed that the residual U,; is mutually independent and

normally distributed with mean zero and variance §2 [59].

3.3.4 Random Coefficients Model (full model)

Random coefficient logistic regression is based on linear models for the log-odds that
include random effects for the groups or other higher level units. The random coef-
ficients build upon the random intercept model by allowing the effects of individual
predictors to vary randomly across level 2, that is, level 1 slope coefficients are allowed

to take on different values in different aggregate groups. In the random coefficient
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model both the intercepts and slopes are allowed to differ across the regions. Consider
a model with group-specific regression of logit of the success probability logit(m;;) on

a single level -one explanatory variable X:
k k
lOgit(?Tij) = ﬁoj —+ ZBhXhij + Uoj + Z Uthhij (10)
h=1 h=1

The term 22:1 UnjXhij can be regarded as a random interaction between group and
the explanatory variables. This model implies that the groups are characterized by two
random effects: their intercepts and their slopes. It assumes that for different groups,
the pairs of random effects (U,,U,,h = 1,2,3,...,k) are independent and identical
distributed. The random intercept variance, var(U,;02) , the random slope variance,
var(Uy;07) and the covariance between the random effects (cov(U,;)Uy; = d,;) are

called variance components [59].

Estimation of between and within-group variance

Consider a population having two-levels, the basic data structure of two-level logis-
tic regression analysis is a collection of N groups (units at level-two (region)) and
within group j(j = 1,2,3, ..., N) a random sample of nj level-one units (individual fe-
males).The outcome variable is dichotomous and denoted by v;;, (¢ = 1,2,3,....11962, j =
1,2,3,...,11) for women in region j. The total sample size is M = Zjvzl n; Then, the
theoretical variance between the groups (region) dependent probabilities, i.e., the pop-

ulation value of var(p;), can be estimated by:

s2within

12 = s2between — _— (11)
n
Goan’ ; n;
Where f = —L (M — 2= = — 20u)

For dichotomous dependent variable, the observed between- groups variance is closely
related to the Chi squared test statistic [56]. They are given by the formula:

p(1 - 25) X2

2
s“between = ———=
nN —1

(12)
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Where, x?is as given by equation (2), and the within- group variance in dichotomous
case is a function of the group:

- 1
s*within = 7 Z n;p; (1 — pj) (13)

where p; is the proportion of successes in group j and p is the overall proportion of
successes, n; is the sampled observation in group j, n is the average of the sampled
observation in groups, M is the total sampled observations, and N is the number of
groups (in this case 9 regions and two administrative). Multilevel logistic regression
analysis can be employed in the simplest case without explanatory variables,(usually
called the empty model) and also with explanatory variables by allowing only the inter-
cept term or both the intercept and slopes (regression coefficients) to vary randomly.
In this study, multilevel logistic regression model is considering the data to be ana-
lyzed on the case of two-levels, individual women is considered as level 1 and region is

considered as level 2 [56].

3.4 Bayesian multilevel logistic regression model

Statistical model that used for this data to analysis was the Bayesian multilevel logis-
tic model. The Markov chain Monte-Carlo (MCMC) method is a general simulation
method for sampling from posterior distributions and computing posterior quantities
of interest [60]. Sampling process of MCMC approaches is pretty heavy but has no
bias and, so, these methods are preferred when accurate results are expected, without
regards to the time it takes [61]. In this study a Bayesian multilevel logistic regression
approach for binary outcomes was preferred, which takes into account the hierarchi-

cal structure of data and properly estimates the parameters and accuracy intervals [62].

Bayesian multilevel logistic analysis procedure was used to make inference about the
parameters of a multilevel logistic model. The Bayesian method gives estimates of
parameters by sampling them from their posterior distributions through an MCMC
method. This approach was employed to model early sexual intercourse among women

in Ethiopia. The metropolis Hasting algorithm were implemented using non-informative
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uniform prior distribution with scale parameter (0, 1) for the fixed effects and inverse
gamma distribution with a scale of 0.001 and shape 0.001 for random effect and in-
verse wishart for random part [57]. The data used in this study have a hierarchical
structure. Here, the level-1 units are women and the level-2 units are the regions that
constitute the groups into which the women are clustered or nested.The multilevel lo-
gistic regression model is appropriate for research designs where data for respondents

are organized more than one level i.e, nested data.

A multilevel logistic regression model can account for lack of independence across levels
of nested data (i.e., individuals nested within regions).For simplicity of presentation
two-level models for this study, i.e., models accounting for women-level and regional
-level effects. In this data structure,level-1 is the women level and level-2 is the regional
level. Within each level-2 unit, there is nj in the j** region. Burnoulli distribution is
used. Then burnoulli distribution is given by

Tijk © Yigr ~ burnoulli(1, m;;i)

The probability was related to a set of categorical predictors, X; and a random effect

for each level, by a logit-link function as.

h
. Tijk
logit(m;ji) = (logl_—]?T”k) = Bo; + Zﬂhz’Xijk (14)
K i=1
where Xjji— = Xy i, Xojk, ..., Xijrp represents the first and the second level of covariates

for variable h, The linear predictor on the right-hand side of the equation consisted of
a fixed part 8, + 8X;j, estimating the conditional coefficients for the explanatory, and
two random intercepts attributable to communities U,;; with each assumed to have an

independent and identical distribution and variance estimated at each level.

The analysis was done in three steps. In Model 1 (empty model), no explanatory
variable was included. In Model 2, only individual-level factors were included. In
Model 3, community contextual factors were added to Model 2. The results of fixed
effects (measures of association) were shown as odds ratios (ORs) with 95% confidence

intervals (CIs). The results of random effects (measures of variation) were presented
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as variance partition coefficient and percentage change in variance.

3.4.1 Likelihood Function

Statistical inferences are usually based on maximum likelihood estimation (MLE). MLE
chooses the parameters that maximize the likelihood of the data, and is intuitively ap-
pealing. In MLE, parameters are assumed to be unknown but fixed and are estimated
with some confidence. In Bayesian statistics, the uncertainty about the unknown pa-
rameters is quantified using probability. So that, the unknown parameters are regarded

as random variables.

The likelihood function used in the Bayesian approach is equivalent to that of the clas-
sical inference. The joint distribution of n independent Bernoulli trials is the product
of each Bernoulli densities, where the sum of independent and identically distributed
Bernoulli trials has a Binomial distribution. Specifically, let Yi;, Y5, ...,Y;; be inde-
pendent Bernoulli trials with success probabilitiesyj, ma;, ..., 7;; that is Y;; = 1 (the
probability of having sexual intercourse for i** women in the j* th region) and also
1 — m;; (failure probabilities) is the probability of i th women not having sexual in-
tercourse in the j** region(for i = 1, 2, ..., n and j = 1, 2, ...11. Since, the trials
are independent, the joint distribution of Y7;, Y;, ..., Y;; is the product of n Bernoulli
probabilities.

The probability of success in logistic regression varies from one subject to another,
depending on their covariates. Thus, the likelihood function is illustrated below as
product of n Bernoulli trials:

T4 i _vii
L(y_,].) = I (mi) 7 (1 = myy) (15)

and the linear predictor or the logit functions is:

k k
. Tij

logit(mi;) = log(l _;) = Boj + Z@thhij + Uoj + Z Unj Xnij (16)
v h=1 h=1
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Where :

650j+2ﬁ:1 B Xnij+Uoj+3 5 —1 Unj Xnij

T
Y1 o ePost ot BaXnij+Uoj + oy UnjXnis

(17)

mi; represents the probability of the event for subject ij who has covariate vector
Xi;,Y:; =1, indicates the presence (women having sexual intercourse before 18 years )
and Y;; = 0 the absence (women having sexual intercourse after 18 years) of the event

for the given subject.

3.4.2 Prior distribution

The prior distribution is a probability distribution that represents the prior information
associated with the parameters of interest. It is a key aspect of a Bayesian analysis.
There are two types of prior distribution: Informative priors and Non-informative
priors.

An informative prior is a prior distribution that is used when information about the pa-
rameter of interest is available before the data is collected. Typically, informative prior
distributions are created from historical studies, pure expert knowledge (experience)
and a combination of both. Even if there is prior knowledge about what we are examin-

ing, in some cases we might prefer not to use this and let the data speak for themselves.

In this study, we wish to express our prior ignorance in to the Bayesian system. This
leads to non-informative priors. A non-informative prior distribution that is used to
express complete ignorance of the value before the data is collected. In this study, the
prior distributions for fixed effect parameter was P() ~ Uniform distributions and
for random effect terms was, P(%) ~ gamma(a, ) where a and (3 are scale (0.001)
and shape (0.001) parameters which are fixed constant or we can write P(f;) o< 1 and
P(62,) o inverse Gamma (a, 3) where o and 3 are shape (0.001) and scale (0.001)
parameter which is fixed constant.

Let us denote the parameters ,, A1, ..., 8; and €2, as prior distributions would be given
as follows; P(B,) o< 1, P(p1) o 1,..., P(Bk) o< 1, and p(2,) o inverse wishart (m*S,, v)

distribution.
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The parameter 2, is the variance-covariance matrices and Su is an estimate for the
true value of €, and V is the number of row in the variance-covariance matrix.

The Wishart distribution is the multivariate extension of the gamma distribution; al-
though most statisticians use the Wishart distribution in the special case of integer
degrees of freedom, in which case it simplifies to a multivariate generalization of the
X? distribution [63]. As the distribution X? describes the sums of squares of n draws
from a univariate normal distribution, the Wishart distribution represents the sums of

squares (and cross-products) of n draws from a multivariate normal distribution.

3.4.3 Posterior Distribution

It is obtained by multiplying the prior distribution over all parameters by the full like-
lihood function. All Bayesian inferential are based on the posterior distribution of the
model generated. The inference is performed by sampling from posterior distribution
until the convergence to the posterior distribution is achieved [64]. The major problem
in the Bayesian approach is that in most cases the full form of the posterior distribution
cannot be obtained in closed form, that is, the posterior density may not belong to
standard distribution. Such problem cannot be solved easily. In order to solve such
problems the researcher used MCMC simulations. The Markov chain Monte-Carlo
(MCMC) method is a general simulation method for sampling from posterior distribu-
tions and computing posterior quantities of interest [60].

The full conditional distribution for parameter [ is:

eBotUo; v 1
1 + ePotUo; ) ’ ( 1 + ePotUo; )

P(Bo/62, Yij) oc T ™ (1 — i) ¥ oc Tl ( A=Yt (1g)

For parameter §2, the full conditional distribution is:

P(82,/ B0, Yij) o< IL;(mi)Y ¥ (1 — m;5) =Y %* inverse gamma (% +n(a—1),np)

P(62,/Bo, Yij) oc (i) 9 (1 — i) 7 %X_O‘_le_ﬂ/”(l’ > 0) (19)

where n total numbers
Estimating [ of the posterior distribution may be difficult, for this reason, we need to

use the non-analytic method such as simulation techniques. The most popular method
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of simulation technique is Markov Chain Monte Carlo (MCMC) methods.

3.4.4 MCMC Methods

Bayesian estimation was performed using the software MLwiN a specialized program
for performing multilevel analysis. MLwiN can carry out iterative generalized least
squares or restricted iterative generalized least squares estimation as initial value for
MCMC estimations [65]. The Markov chain Monte Carlo (MCMC) method is a general
simulation method for sampling from posterior distributions and computing posterior
quantities of interest. With the MCMC method, it is possible to generate samples from
an arbitrary posterior density p ( ./y) and use these samples to approximate expecta-
tions of quantities of interest. In Bayesian statistics, there are two MCMC algorithms
that the researcher can use: the Gibbs sampler and Metropolis hasting algorithm.
While for comparing them, Metropolis hasting estimation methods used for both fixed

and random effects [60].

The Metropolis—Hastings algorithm works by generating a sequence of sample val-
ues Bayesian inference is solved by randomly drawing a very large sample from the
posterior distribution. The idea of drawing a large sample from the posterior distri-
bution is called Markov Chain Monte Carlo using MCMC techniques. The Bayesian
approach applies probability theory to a model derived from substantive knowledge and
theory, deal with realistically complex situations; the approach can also be termed full
probability modeling. There has recently been huge progress in methods for Bayesian
computation, generally exploiting modern computer power to carry out simulations
known as Markov Chain Monte Carlo (MCMC) methods. The MCMC simulation is
used to do the integration numerically rather than analytically by sampling from the
posterior distribution of interest even when the form of that posterior has no known

algebraic form [67].

Metropolis-Hastings Algorithm

Metropolis-Hasting algorithm is an iterative algorithm that produces a Markov chain

and permits empirical estimation of posterior distributions. Therefore, in this study
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metropolis-hasting algorithm were used to estimate the fixed and the random effects
parameters for prevalence of sexual intercourse among women. The Metropolis-Hasting
algorithm (MH) generates samples from a probability distribution using full joint den-
sity function. Metropolis-Hastings algorithm correctly applied for non-Gaussian data

and if the posterior distribution doesn’t follow some known distribution [60].

The metropolis-Hasting Algorithm follows the following steps:

1) Establish starting values S for the parameter:0’= = S set j = 1

The starting values can be obtained via maximum likelihood estimation.

2) Draw a candidate parameter,0° from a proposal density «a(.).

The simulated value is considered a candidate because is not automatically accepted

as a draw from the distribution of interest. It must be evaluated for acceptance.

F(0°)a(67~116°)
@ D@0 1)

4) Compute R with a U(0,1) random draw u. If R less than u, then set §/ = ¢ Oth-

3) Compute the ratio

erwise, set 6/ = §71
5) Set j = j + 1 and return to step 2 until enough draws are obtained. Once conver-
gence is reached, all simulation values are from the target posterior distribution and a

sufficient number will be drawn so that all areas of the posterior will be also explored.

3.5 Model selection and comparison

Model selection is to select the best model among several choices based on an evalua-
tion of the performance of the models. A widely used statistic for comparing models
in a Bayesian framework is the Deviance Information Criterion. In Bayesian, the low-
est expected deviance has the highest posterior probability. Assessing goodness of
fit involves investigating how close the values are