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Abstract 

Sensor technologies are becoming increasingly important in acquiring information about nearby 

environments, and their application in wireless sensor networks is becoming increasingly 

prevalent. A large number of sensor nodes that are installed in the field to observe certain events 

defines these networks. Due to the limited battery capacity in sensor nodes, energy efficiency is a 

major and challenging problem in such power constrained networks. To extend the lifetime of 

wireless sensor networks as well as conserving its power, some network parameters have been 

considered, which play an important role in the reduction of power consumption. These 

parameters are as battery capacity, communication radius, node density and query period. They 

have a direct impact on the network’s lifetime. These parameters have to be chosen in such a way 

that the network use its energy resources efficiently. To enhance these parameters effectively, 

different routing mechanisms are used. Routing has great role in maintaining effective path in 

between nodes. There are several routing strategies or route discovery mechanisms. In this thesis, 

the energy effective Lightweight On demand Ad hoc Distance Vector next generation (LOADng) 

routing mechanisms are discovered by using agglomerative hierarchical algorithms. The routing 

processes starting from route discovery to packet transmission were studied. The control messages 

used in LOADng protocols such as (RREQ, RREP, RERR, RREP_Ack), generating to forwarding 

are briefly examined. Introducing an energy-efficient data forwarding strategy based on node 

clustering to improve network stability and lifetime while lowering energy consumption is the 

contribution of this work. To achieve this contribution, a special simulation tool that helps in 

analyzing the effects of the parameters on sensor network lifetime has been designed and 

implemented by NS3 and GNU plot is used for plotting the graph. The results are simulated and 

compared in three different metrics such as packet delivery ratio (PDR), Average end to end delay 

(EED), Normalized routing overhead.  
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Chapter One 

Introduction 

Wireless Sensor Networks WSNs infrastructureless wireless networks to control physical and 

environmental situations, like (temperature, pressure, motion, sound, vibration, or pollutions and 

to collectively allow to pass data through in the given network to a base station or sink [1]. The 

base station in the network can acts as a linkage between users and the network. Anyone should 

access the required message/information from the network by requesting the queries and gathering 

required results from the base station. A wireless sensor network can contain so many sensor 

nodes; may up to hundreds or thousands of sensor nodes. The sensor nodes should communicate 

each other through radio signals. Sensing and processing devices, radio transceivers, and power 

components can all be found in wireless sensor nodes. Each node in a wireless sensor network 

(WSN) is constantly limited in terms of resources. The processing/computing speed, storage 

capacity, and communication bandwidth of the WSN node are all constrained. The sensor nodes 

are responsible for managing themselves on appropriate network infrastructure, such as in a multi-

hop communication scenario, once they have been put in the proper location. The onboard sensors 

then start collecting data that is of relevance to you. Wireless sensor devices frequently respond to 

inquiries made from a control site in order to carry out specific instructions or deliver sensing 

samples. The sensor nodes can operate in a continuous or event-driven mode. The Local 

positioning and Global Positioning System (GPS) algorithms can be utilized to gather positioning 

and location information. 

Thousands of resource-constrained sensors are used in Wireless Sensor Networks (WSNs) to 

monitor their surroundings, collect data, and send it to remote computers for further processing. 

Despite the fact that WSNs are regarded extremely adaptable ad-hoc networks, network 

management has been a major difficulty in these networks because to the large deployment size 

and associated quality concerns including resource management, scalability, and dependability. 

Topology management is thought to be a possible solution to these issues. Clustering is the most 

well-known topology management strategy in WSNs, and it involves grouping nodes to manage 

them and/or performing distributed activities like resource management. Although clustering 

techniques are most commonly used to reduce energy usage, they can also be used to achieve a 

variety of quality-driven goals. 
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1.1. Statement of the Problem 

There are many different challenges in wireless sensor network. Of this, Energy is scarcest 

resource that must be utilized properly because it is impossible to recharge each node, so it must 

be energy efficient as much as possible. Another problem is the storage problem. While using 

multi-hop techniques to communicate with other nodes, it needs much energy and storage because 

each intermediate node can carry the packets to be transferred to its neighbor node. To overcome 

the routing protocols and select efficient routing path, there are several protocols are used. Of this, 

this work is on Lightweight On demand Distance Vector next generation. (LOADng).   The main 

problem realized in LOADng protocol is:-  

The route discovery delay is one of the great challenge in LOADng Protocol. Outgoing packets 

are buffered during the discovery phase, which may cause losses on memory-constrained systems. 

Furthermore, because flooding is inefficient in terms of energy, nodes may experience energy 

depletion. Another concern of LOADng is control message collisions caused by floods, which can 

result in unnecessary retransmissions. All the problems raised above is shortlisted as follows. 

 High memory usage because of flooding 

 High energy is required while route discovery because the RREQ is broadcasted among 

the nodes 

 Using broadcast message to discover route 

The solution that realized for the problems raised above is using clustering mechanisms, which 

saves energy as well as storage. 

The overall problems and solutions are described in the figure below. The following figures (a) 

and (b) shows original work of LOADng protocol request and reply respectively[2]. 
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Figure 1 Original LOADng protocol 

The following figures illustrates the current LOADng protocols  

 

 

 

Figure 2 Smart route LOADng protocol 

The following graph shows the proposed work 
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Figure 3 The proposed LOADng protocol 

1.2. Objectives 

The general and specific objectives of the thesis are described below. 

1.2.1. General objectives 

The general objectives of this work is improving the performance of Lightweight On demand Ad 

hoc Distance Vector next generation (LOADng) protocol on Wireless Sensor Network by 

clustering of nodes. 

1.2.2. Specific Objective 

To achieve the General objectives, the following specific tasks should be performed 

 Analyzing the existing system 

 Route discovery: - while making the route the sender sends the route request message only 

to the cluster heads because the Cluster Head (CH) has all the information about its cluster 

member 

 Route caching: - stores the routing information for next use temporarily  

 Modeling the proposed system 

 Simulating the proposed system 

 Test and evaluate the system 

1.3. Methodology 

Several methodologies are used for the success accomplishment of this work. The following are 

some of them. 

Document review: - different documents related to wireless sensor networks and its routing 

algorithms has been reviewed. There are many documents exist in different servers including 

IEEE, which has published in different years. In addition, peer review is another method tried to 

improve the skills of self-review of any documents. 

Design Methodology: different methodologies used in computing, like Experimental method, 

Simulation method and Theoretical method. However, in this work simulation method could be 

used. Simulation is employed because it allows researchers to explore systems or regimes outside 

of the experimental domain, as well as systems that are under development or innovation. Many 
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different simulation tools are used in performance evaluation of networks. The tools being used 

here are NS3, GNU plot. 

                                          

Figure 4 The overall Methodology used in this work 
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1.4. Scope  

There are several different types of protocols in wireless sensor networks, which different 

researchers tried to find out at different times. Some researchers done at energy minimizations, 

whereas others on efficient utilization of storage for WSN. This work focused on LOADng 

protocol only limited to the Energy minimizations.  

1.5. Thesis Organization 

Chapter one contains the overall introductory sections such as introduction, statement of the 

problems, objectives of the thesis, methodologies, literature review, scope of the thesis, and thesis 

organization. Chapter Two contains the detailed explanations of different types of routing 

protocols WSN, such as proactive, reactive and hybrid as well as advantages and drawbacks of 

those protocols on each type. Chapter Three contains detailed explanations about related works on 

LOADng protocols and advantages and drawbacks of routing parameters used in different 

scenarios. Chapter Four explains details of design and architectures of the proposed work. Chapter 

Five is about the implementations details and different algorithms used in proposed work.  Chapter 

Six contains simulation tools and result analysis as well as the last and seventh chapter contains 

Conclusion and recommendation. 
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Chapter Two 

Literature Review 

Wireless sensor networks (WSNs) allow new applications to be connected. Because of several 

constraints in WSN, it requires non-traditional protocol design paradigms. A proper balance 

between communication and data/signal processing capacities must be due to the necessity of low 

system complexity along with low energy consumption. 

2.1 Architectures of WSN 

Architecture of WSN may include the organization of simple node, sink/base station node and 

other nodes on global perspectives of the entire network. The autonomy and adaptability of the 

architecture must be taken into account during the design process. Autonomy states that sensors 

can be put in an unattended or physically inaccessible area, and as a result, they must operate with 

minimal assistance from base stations or human administrators. When there is no major change in 

sensor readings, sensor networks should promote adaptability in the way they operate by 

responding to the environmental changes that sensors monitor. For example, sensors may lower 

their duty cycles to reduce power consumption in the sensors. Sensor networks are used in a variety 

of applications and some of which need mobility. Sensor network communication is entirely 

dependent on the application and method of data collection; it mostly consists of data transmitted 

to nodes and data captured by nodes about the environment. Sensing, memory, CPU, transceiver 

(transmitter and receiver), and battery are the five main components of a sensor node [3]. The 

figure below shows the architectures of node. 
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Figure 5 Physical architecture of Single Sensor in WSN 

2.2 Applications of WSN 

There are different areas in which WSN should be applied. Currently WSN can be applied either 

in mature use or still in infant stages of development. Of different applications, few of them are 

parts of this study. These are – Health/medical usage, Industrial, Military, Flora and Fauna, 

Environmental monitoring and urban control[4]. 

 

Figure 6 Applications of WSN 
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2.2.1 Health/medical Applications 

Diagnostics, investigatory, and administration of drugs are some of the medical/health benefits of 

WSNs. WSN were applied on supporting interfaces for the incapacitated, integrated patient 

monitoring and management, tele monitoring of human physiological information, and tracking 

and monitoring medical practitioners or patients inside the medical facility. WSNs in the health 

domain use advanced medical sensors to monitor patients in a healthcare institution, such as a 

hospital or at home, as well as providing real-time monitoring of patient vitals via wearable 

devices. The main categories of WSN on health applications are patient wearable monitoring, 

home assistance systems, and hospital patient monitoring, are depicted, along with the most 

regularly used sensors. 

      

 

Figure 7 The applications of WSN in Health/Medical 

2.2.2 Industrial Applications  

WSNs can be used in a variety of industrial settings to tackle a variety of challenges. WSNs have 

been proposed for Technological Condition-based Maintenance since they could result in 

significant cost savings/investments as well as new features. The installation of suitable sensors in 

wired classes is frequently limited by the amount of wiring involved. Logistics, robotics, and 

machinery health monitoring are the three main subcategories of industrial WSN applications. The 

figure below shows some of the categories of industrial applications of the WSN. 
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Figure 8 The applications of WSN in Industries 

2.2.3 Military Applications 

Military was not only the first field of human activity to adopt WSNs, but it is also thought to be 

the catalyst for sensor network development. Smart Dust is a good illustration of these early 

research efforts, which took place in the late 1990s in order to construct sensor nodes that, despite 

their small size, could perform spying operations. WSNs are likely to be an important component 

of military intelligence, facilities, control, communications, computing, frontline surveillance, 

investigation, and targeting systems. 
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Figure 9 The applications of WSN in Military 

2.2.4 Flora and Fauna Application 

Every country requires both flora and fauna domains. Greenhouse monitoring, crop monitoring, 

and livestock farming are the three main subcategories of WSN in flora and fauna applications. 

The following figure describes various types of flora and fauna applications in WSNs. 

 

Figure 10 The applications of WSN in Flora and Fauna 

2.2.5 Environmental Application 

The use of WSNs can improve environmental applications that require continuous monitoring of 

ambient conditions in hostile and remote locations. Environmental Sensor Networks has grown to 

encompass a wide range of WSN applications in environmental and earth science research. This 

includes oceans, seas, glaciers, the atmosphere, volcanoes, and forests. The main categories of 
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environmental applications of WSNs are - water monitoring, air monitoring and emergency 

alerting, are depicted along with the types of sensors that are typically used in them. The figure 

below shows the categories of WSNs in environmental applications.

 

Figure 11 The applications of WSN in Environmental monitoring 

2.2.6 Urban Applications 

WSNs can be used to monitor the movement of various structural projects such as buildings and 

other infrastructural projects such as flyovers, bridges, roads, embankments, tunnels. The 

infrastructural projects, allowing manufacturing/engineering practices to monitor possessions 

remotely without having to visit the sites, saving money that would have been spent on site visits. 

WSNs' wide range of sensing skills also allows them to gather unprecedented amounts of data on 

a target location, whether it's a room, a building, or the outdoors. Smart homes, smart cities, 

transportation systems, and structural health monitoring are among the most prominent WSN 

applications in the urban area. 
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Figure 12 The applications of WSN in Urban planning 

Multi-hop data transmission is used to broadcast data packets due to a number of issues, including 

limited transmission and computation power and a high density of sensor nodes in some areas. As 

a result, routing in wireless sensor networks has been a topic of attenuation in recent research over 

the last few years. Since the sensor nodes use non-rechargeable batteries, energy efficient use of 

their sources, as well as efficient network routing is a significant research concern [5].  

A group of several number of sensors make up a wireless sensor network (WSN) that are 

strategically placed in an area to track and communicate with one another over a wireless medium. 

Due to issues such as routing protocols, energy usage, security, and data aggregation, this advanced 

technology is still limited [6]. 

In the area of wireless sensor network, several researches were hold. The focuses of the researchers 

are on energy minimization because of its nodes has low battery and low computing powers. After 

successful configuration of wireless sensor network, the nodes might need to communicate each 

other. To communicate and transmit the data among the network, there is a manner, in which how 

the communication will occur, which is protocol. There are about three different manners or 

approaches of communication or route discovery. The reactive, proactive and hybrid. Reactive 

approaches of protocols are used when the data is needed to transfer or the route is needed to pass. 

Under the reactive approaches there are different types of protocols and each of them have its own 

advantages and drawback. Proactive approaches are used when the routes have been maintained 

standby always, even if it is not the time to transfer or transmit the data and update the routes 



14 | P a g e  
 

periodically. Hybrid are formed using both protocols at the same time and its details are described 

below.  

2.3. Proactive routing protocols 

It is also known as a table-driven technique because it follows a set route through life. Each node 

in proactive protocols maintains routing information for the entire network in the individual 

routing table.  The routing table information is correct and up-to-date, and the update is permanent 

since all network nodes send control messages to update their routing tables on a regular basis. 

Link-state routing algorithms that constantly flood their neighbor's link information should be used 

in proactive routing protocols. The major drawback of proactive routing protocol is that all the 

nodes on the network still require keeping their routing table up to date and this cause 

overwhelming in control messages. 

2.3.1 Distributed Energy-Efficient Clustering (DEEC) 

The distributed energy-efficient clustering algorithm is a cluster-based algorithm that chooses 

cluster heads based on the probability of the residual energy ratio of each node in the network after 

a certain round and average total network energy in order to adapt to multi-level heterogeneous 

networks.  In this algorithm, the nodes with the most energy have more chances to become the 

cluster head. The network's lifespan is extended. 

2.3.2 Lower Energy Adaptive Cluster Hierarchy (LEACH) 

The Low-Energy Adaptive Clustering Hierarchy Protocol (LEACH), which is self-adaptive and 

self-organized and uses a TDMA/CDMA MAC to reduce inter-cluster and intra-cluster collisions, 

was the first hierarchical or clustering-based protocol in which cluster heads are randomly chosen. 

Data processing, on the other hand, is centralized and done on a daily basis. The LEACH Protocol 

distributes nodes with the ability to collect and process data in the sector at random. The LEACH 

protocol is divided into several rounds, each of which is divided into two stages (setup phase and 

steady state phase). 

LEACH is a fully distributed approach that is both efficient and fast, but it has several drawbacks. 

For example, CH selection in any round is random and does not take into account node energy 

level, which can lead to drainage of a specific node[7], and it assumes that sensor networks are 

homogeneous networks, resulting in poor performance in heterogeneous settings. 
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2.3.3 Energy Efficient Protocol with Static Clustering (EEPSC) 

The Energy Efficient Protocol with Static Clustering is hierarchical and uses static clustering 

routing. It partitions the entire network into a few static clusters and attempts to spread the load by 

selecting high-energy sensor nodes as CHs to avoid the overhead of dynamic clustering. 

2.3.4 Directed Diffusion (DD) 

In the design of communication protocols for Wireless Sensor Network architecture, energy 

efficiency is a major consideration. In random and mesh topology networks, Direct Diffusion 

allows sink and source nodes to communicate. This routing protocol takes a data-centric approach, 

with intermediate nodes aggregating data before sending it to a sink node. Researchers have 

successfully used DD in conjunction with Passive Clustering (PC) to increase energy efficiency. 

The network is divided into small clusters in this approach, and the DD protocol is implemented 

at the application layer, resulting in lower energy costs, reduced delay, and increased data delivery 

rate. The network's infrastructure is made up of three parts: a Source that starts data transmission, 

intermediate nodes that detect and track events in the area, and a sink where data is sent to its final 

destination. DD is a data-centric routing protocol that selects all routes based on application-level 

information. Furthermore, network nodes send and receive messages as well as create attribute-

value pairs. Interests, gradients, cache memory, and reinforcement path are the four core features 

of DD [8].  

2.3.5 Sensor Protocol for Information via Negotiation (SPIN) 

SPIN is a negotiation-based protocol that was one of the first attempts to develop a data-centric 

routing mechanism. The SPIN concept is to label data using high-level descriptors or meta-data. 

The data advertising mechanism, which is a key feature of SPIN, is used to exchange meta-data 

among sensors prior to transmission. When a node receives new data, it broadcasts to its neighbors, 

and interested neighbors i.e. those who do not have the data, send a request message to retrieve it. 

Three types of messages are identified in SPIN to exchange data between nodes. These are: The 

ADV message allows a sensor to advertise a certain meta-data, while the REQ message requests 

the appropriate data, and the DATA message contains the actual data [9]. 

2.3.6 Geographic and Energy Aware routing (GEAR) 

The sensor networks will be made up of a large number of densely dispersed sensors and actuators. 

The fact that the nodes in these networks are untethered and unsupervised is a crucial feature. As 
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a result, energy efficiency is a key consideration in the design of these networks. Because of sensor 

network queries are frequently geographical, the design and evaluation of an energy-efficient 

routing algorithm that propagates a query to the appropriate geographical region without flooding 

is necessary. The Geographic and Energy Aware Routing (GEAR) algorithm routes the packets to 

the target region using energy aware neighbor selection and then disseminates it within the 

destination region using Recursive Geographic Forwarding or Restricted Flooding. The GEAR 

protocol was tested using simulation and found to have a significantly longer network lifetime than 

non-energy aware geographic routing algorithms, especially for non-uniform traffic distribution 

[10]. 

2.3.7 Sequential Assignment Routing (SAR) 

It is a collection of algorithms for sensor network organization and mobility management. The 

sequential assignment routing (SAR) technique generates numerous trees, each with a one-hop 

neighbor to the sink as its root. Each tree branches outward from the sink, avoiding nodes with 

low throughput or a long delay. Most nodes belong to numerous trees at the end of the procedure. 

This lets a node to select one of several paths to send its message to the sink. The SAR algorithm 

selects a path with high predicted energy resources, with accommodations provided to accept 

packets of various priorities. To handle prioritized packets, a weighted QoS metric is utilized, 

which is calculated as a product of priority level and delay.  

The routing ensures that the weighted QoS measure remains consistent. As a result, higher priority 

packets use lower delay paths, whereas lower priority packets must utilize higher delay paths. Over 

the network's lifespan, SAR minimizes the average weighted QoS metric. After some 

transmissions, a metric update is triggered by the sink to reflect changes in available energy 

resource. Sequential Assignment Routing (SAR) is the only protocol for sensor networks that 

considers QoS when making routing decisions. The SAR protocol constructs trees routed from 

one-hop neighbors of the sink, taking into account the QoS metric, energy resource on each link, 

and packet priority level. Multiple paths from the sink to the sensors can be established utilizing 

the trees that have been constructed. The energy resources and QoS on each path are used to choose 

one of these paths. 
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2.3.8 SPEED  

SPEED is a routing protocol for large-scale sensor networks that allows for soft real-time 

communications. End-to-end soft real-time is accomplished by using feedback management and 

non-deterministic regional forwarding to establish a desired distribution speed across the network. 

Each node in the network must be georeferenced in use geographic location for packet forwarding. 

The protocol provides three types of real-time communication services: 

Real-time unicast: a packet is sent to a particular network node known by its geographic location 

and global network address; 

Real-time multicast: This service helps you to send a data packet to all nodes within a destination 

area defined by its radius and center location. 

Real-time any cast: a packet is sent to at least one node inside an area specified by its center and 

radius [11].  

2.4. Reactive routing protocols 

This routing protocol, also known as demand approach, makes route decisions based on current 

network conditions, allowing the route path to be dynamically altered. When a source wants to 

send packets to a specific sink in a reactive routing protocol, it must first find the route to the sink. 

Mechanisms for route discovery Unless the sink is unavailable or the route is no longer required, 

the route remains valid. Unlike other approaches, there is no requirement for all nodes to keep 

routing information up to present-day 

2.4.1 Ad Hoc on Demand Distance Vector Routing (AODV) 

AODV is a reactive protocol, when information has to be sent, reactive approaches find the best 

way. It may be used for both unicast and multicast routing. It maintains the courses as long as the 

source needs it. It uses a grouping number to indicate that the course is new. By leveraging 

succession number it, ensure the course is without circle. When a node decides to send data to 

another node and the route is not available, it broadcasts an RREQ (Route Request) message.  

Nodes receiving this RREQ message check whether they are the destination node to which the 

source node needs to send data. If they are, they will respond with RREP (route reply). By storing 

the source IP address and broadcast ID, nodes keep track of course demand. If they get a related 

RREQ in the future, they will discard it because they have already planned it. Nodes that pass the 
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RREQ message will stamp a regressive pointer to the node that sent it. Nodes label forward 

pointers to the destination node as RREP engenders back to the source node. If a source node 

receives an RREP with a higher grouping number or the same arrangement number but a lower 

bounce check, the source will switch to this new route.  Connections will naturally break and be 

erased from the transitional node steering table when the source node stops sending information 

in the course. 

If a connection failure occurs while the route is dynamic, the source node will receive an RERR 

(Route Error) indicating that the goal is inaccessible, and if the source requires the route, the course 

will be revealed again.   

2.4.2 Dynamic Source Routing (DSR) 

DSR is on demand or responsive routing protocol. It utilizes the source steering, aggregating the 

location of the relative multitude of nodes between source and objective during route discovery. It 

comprises of two stages, route discovery and route maintenance. At the point when a node needs 

to send an information bundle to another node, it starts a route discovery. Node floods route 

request(RREQ) which contains sender's location, objective's location and demand ID. The node 

getting RREQ checks either it is the objective or not or it checks route is accessible with it for 

destination node. In route support stage on the off chance that node find connect disappointment, 

it sends course mistake (RRER) message to the source node, nodes accepting the RRER message 

refreshes their reserve. 

2.4.3 Energy Efficient Clustering Algorithm for Event-Driven EECED 

The protocol [12] Energy Efficient Clustering Algorithm for Event-Driven Wireless Sensor 

Networks improves lifetime by balancing node energy consumption. The base station is in the 

middle of the area and has ample memory to handle messages. Only after an occurrence happens 

when data is transmitted from nodes to CHs. 

2.4.4 Quadrant Based Lower Energy Adaptive Clustering (Q-LEACH) 

In [13] an energy efficient algorithm based on quadrant based routing protocol called as Q-LEACH 

introduced which divides the whole network into quadrants. Those nodes, which are nearby the 

sink node, will broadcast the message. Since it uses a reactive routing mechanism and hence all 

nodes maintain the destination node information before finding the path to destination or sink node. 
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It contains advantage of both location and hierarchical based routing protocols. To find the path to 

the destination, this protocol uses a route request packet. 

2.4.5 Power-Efficient Gathering in Sensor Information Systems (PEGASIS) 

PEGASIS is energy efficient because data is only forwarded to the next node on the chain, which 

is likely the shortest distance due to the greedy approach used to build the chain. Furthermore, 

each node receives data from no more than two other nodes, which saves energy when receiving 

packets. Furthermore, rather than sending all received data, each node aggregates it with its sensed 

data. Because of the transfer of aggregated data, less transmission energy is used. However, owing 

to the selfish approach to chain forming in PEGASIS, on the chain, there can only be a few long 

routes.  

As a result, only a few nodes will be required to transmit over long distances, and as a result, they 

will die out faster. Furthermore, in PEGASIS, as each node takes turns transmitting data to the 

sink, the nodes farther away from the sink will die out faster due to the long distance traveled. In 

PEGASIS, there is also data flow in the opposite direction. Data from nodes near the sink may be 

transmitted backwards to a different leader node further away from the sink, and then the leader 

node transmits it to the sink. All of these problems would lead to network partitioning and a shorter 

network lifespan [14].  

2.4.6 Minimum Energy Communication Network (MECN) 

This protocol is based on location. The basic principle behind MECN is to create a sub-network in 

which number of nodes is fewer and less power is used to relay a data between the nodes. For a 

sensor network, it creates a low-energy subnetwork. Location information is based on GPS. The 

MECN routing scheme is based on the idea of a relay zone, which is made up of relay nodes. The 

area around the nodes is built into a relay zone. Relay nodes are intermediary nodes present 

between the source and the destination node. MECN uses these relay nodes to reach the 

destination. An area is chosen where there are fewer nodes and the amount of energy available for 

transmission is minimal. MECN works in two steps: [15] Sparse Graph Construction and Optimal 

links search.  

2.4.7 Small Minimum Energy Communication Network (SMECN) 

SMECN is essentially a tweaked version of the MECN with less complexity and being more power 

efficient. The algorithm takes into account the struggles between nodes and developing smaller 
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sized sub- graphs. The main goal of SMCEN is to find the enclosure graph as result to find the 

shortest energy paths. In [16] contrast to the energy required to transmit data to neighboring nodes 

in MECN, the energy required to transfer data to neighboring nodes in SMECN is lower. 

2.4.8 Threshold-sensitive energy efficient sensor network (TEEN) 

Threshold sensitive Energy Efficient Sensor Network protocol [17] it follows a hierarchical 

algorithm with the use of a data-centric mechanism. In TEEN, the cluster head broadcasts two 

thresholds to its members for sensed operations, hard and soft thresholds. TEEN performs badly 

in programs that require quarterly feedback, and if the thresholds are not met, the customer will 

not receive any results at all. TEEN is a reactive clustering routing protocol, which is improved by 

LEACH. The cluster head (CH) of each cluster collects data from its cluster members. The CHs 

combine and process data before sending it to the BS or a higher-level CH. Clustering routing 

protocols provide the advantage of requiring all nodes to only transmit data to their CH, and only 

the CHs to aggregate data. It conserves energy. [18] To ensure that energy consumption is 

distributed uniformly, each node takes turns as the CH. The random selection function is used in 

the CH voting. After clusters are created, CHs assign cluster members a time slot during which 

they can transmit their data.  

In TEEN routing protocol, unlike LEACH, CHs broadcast hard and soft thresholds to their 

participants to monitor the amount of data transmitted. The nodes will only transmit sensed data 

to CH in the current round if the current value of the sensed attribute is greater than the value of 

hard threshold, according to the hard threshold defined based on the range of interest value of 

users. The sensed attribute is then saved as part of the sensed value. This is a vector that exists 

inside the system. Nodes continually detect the attribute; it is only transmitted when the next value 

varies from the sensed value by an amount equal to or greater than the soft threshold.  By ignoring 

small changes in the perceived attribute, the soft threshold minimizes the frequency of data 

transmission. The soft threshold value can be adjusted to meet the needs of the users. Setting a 

lower soft threshold improves network accuracy at the expense of higher energy usage. As a result, 

users must control the trade-off between energy efficiency and accuracy by adjusting the size of 

the soft threshold. 

Recently, in addition to the above-mentioned protocols and algorithms there has been many 

researches focused on investigating the energy-efficient routing protocols. In [19], The EDAL 



21 | P a g e  
 

protocol, that can minimize overhead computing, has been proposed. That protocol has been found 

proposed to achieve a substantial reduction in overall traffic costs for collecting sensor readings 

under loose delay limits.  In [20], a protocol for M-ATTEMPT has been suggested. In contrast to 

multi-hop communication, it is suggested that the this protocol has lower energy consumption and 

is more efficient.   

In [21], with an effective nodes encoding scheme and a multi-objective fitness feature, the routing 

protocol was developed. This protocol has been suggested as it perform better in terms of network 

lifespan, energy usage and data packet transmission to the base station. In [22], a new energy-

efficient routing protocol has been suggested using the success rate of messages. It is found that, 

in terms of communication reliability and energy consumption, the protocol will outperform 

existing schemes.  In [23], A DVRP protocol has been proposed in which the transmission of 

packets is based on the angle of the flooding zone from the sender nodes towards the surface sink. 

It could work better that in terms of: end-to-end delays, energy usage and data delivery ratios. 

 In [24], The DCFR protocol has been proposed to implement a distributed run time recovery of 

sensor nodes due to the sudden failure of the CHs. The DCFR protocol has been found to be energy 

efficient and fault-tolerant.  In [25], A cluster based routing protocol with heterogeneous node 

distribution in wireless sensor networks has been suggested. This protocol is found to be able to 

balance the energy usage between nodes and greatly increase the network lifetime.  In [26], The 

BEENISH protocol, that assumes the WSN comprises four node energy levels, was proposed. It is 

noticed that longer stability, lifespan and more efficient messages can be accomplished by the 

proposed protocol.   

In [27], The EDDEEC protocol was proposed to select CH on the basis of a dynamically evolving 

probability. This protocol is found to be able to offer longer life, stability duration and more 

efficient messages to BS than DEEC. In [28], The ESRPSDC routing protocol has been proposed 

to implement error recovery to prevent end-to-end error recovery. This protocol has been found to 

be able to substantially increase the energy consumption and reception rate of packets.  In [29], 

An EELBC algorithm has been proposed that tackles energy conservation as well as load 

balancing. This algorithm has been found to be able to perform better in terms of load balancing, 

energy consumption and execution time.  In [30], The EHGUC-OAPR algorithm has been 

proposed to combine the genetic-based unequal clustering algorithm for energy harvesting and the 
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optimal adaptive efficiency routing algorithm. This algorithm has been found to significantly boost 

the energy balance and data distribution ratio of the network. 

2.5 Hybrid Protocol 

This protocol uses clustering techniques to make the network stable and scalable, and it combines 

proactive and reactive technologies. The network cloud is divided into many clusters, each of 

which is dynamically maintained as nodes join or leave a cluster [31]. 

2.5.1 Geographic Adaptive Fidelity (GAF) 

GAF is a routing protocol that is both location and energy sensitive. It was originally designed for 

ad hoc networks, but WSNs can now use it as well. It is based on the assumption that in terms of 

routing, all adjacent nodes are equal [32]. The whole network is separated into a virtual grid in 

GAF. The grid size is determined by the fact that any node in one grid will connect with any other 

node in another grid. Each node in the network is allocated a cell, and each cell has only one active 

node. The highest remaining energy of a node is used to select an active node. Each node uses 

GPS-based location information to associate itself with the grid. 

2.5.2 Routing Rumor (RR) 

Rumor Routing is a variation of directed diffusion. It is also a hybrid data-centric protocol. It is 

designed to be used in situations where the nodes are not sure of their position. Instead of 

overwhelming the whole network with a message, the Rumor Routing (RR) protocol directs the 

query to certain nodes that have knowledge about the incident. Rumor Routing is a kind of middle 

ground between query and case flooding. The RR protocol uses long-lived agents to disseminate 

event information across the network. When a node notices an event, it records it in its table and 

creates an agent. Agents traverse through the network for disseminating of information about 

events to different nodes [33]. When a query reaches a node, which has the inquired event in its 

event table, the query is routed towards the event by referring to the event table. In this way, only 

one path between source and destination is there in the RR protocol. This avoids the overhead of 

flooding the entire network with queries. 

2.5.3 Adaptive Threshold-sensitive energy efficient sensor network (APTEEN) 

APTEEN is a common wireless sensor network routing technique, but when clustering, cluster 

heads are chosen at random, making it easy to select nodes with low residual energy as cluster 

heads, resulting in network holes. At the same time, due to the enormous volume of data being 
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forwarded, the cluster head near the sink node is overburdened in multi hop transmission. The 

advantages of the clustering routing protocol include easy topology management, great energy 

efficiency, and benefits for data fusion and transmission processing. A popular clustering routing 

protocol, Adaptive Threshold-sensitive Energy Efficient Sensor Network Protocol (APTEEN), 

defines two thresholds, hard threshold and soft threshold, which determine the range of observed 

values and the amount of change between the two measured values before and after. The usage of 

two criteria can help to limit data transfers that are both unneeded and recurrent.  

APTEEN has a high routing efficiency since it uses clustering and data fusion. It can collect data 

on a regular basis and respond promptly in an emergency. APTEEN is often used in the 

environment monitoring, and monitor forest fires. The APTEEN routing protocol is used in [34] 

to monitor the temperature, humidity, and moisture of the land, and sensor nodes are used to 

monitor these indications on a regular basis. The LEACH routing protocol enhances the APTEEN 

routing protocol. LEACH's original clustering mode and cluster head selection are used in the 

protocol. During the cluster formation step, all nodes are separated into clusters, and each node 

generates a number between [0, 1] at random; if the number is less than T(n), the node is chosen 

as the cluster head. When picking the cluster heads in the cluster, however, the APTEEN protocol 

ignores the energy and position of the selected nodes.  

Choosing the cluster heads from the nodes with the lowest energy, leading the nodes to die 

prematurely, causing energy holes, and directly harming the network stability. Because of the 

aforementioned flaws, the APTEEN has been greatly improved both at home and abroad. In 

APTEEN, several protocols optimize the cluster heads selection approach, primarily to limit 

cluster heads selection in terms of energy and location, in order to select the best cluster heads to 

increase overall network performance and reduce overall network energy consumption. 

It may be contended that the talk about of reactive versus proactive protocols has been broadly 

inquired about in the context of traditional ad hoc networks, and it could be a well-known reality 

that reactive protocols perform much better in systems with low traffic. We in any case contend 

that LLNs are distinctive from conventional ad hoc systems not only due to hub capacity, but too 

within the nature of traffic generation and directing prerequisites, making it worth to revisit the 

talk about within the setting of LLNs. 
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The overall Comparison of protocols realized above described below in table.  

Table 1 Comparisons of different protocols 

Protocol Energy 

Consumption 

Scalability Mobility Route 

Selection 

Classification Data 

aggregation 

DD Limited Limited Limited Proactive Data Centric Yes 

RR Low Good Base 

Station 

Fixed 

Hybrid Data Centric Yes 

SPIN Limited Limited Possible Proactive Data Centric Yes 

COUGAR Limited Limited Base 

Station 

Fixed 

Reactive Data Centric Yes 

AQUIRE Low Limited Limited Reactive Data Centric Yes 

LEACH High Good Base 

Station 

Fixed 

Proactive Hierarchical Yes 

PEGASIS Maximum Good Base 

Station 

Fixed 

Reactive Hierarchical No 

MECN Maximum No Base 

Station 

Fixed 

Reactive Location 

Based 

No 

SMECN Maximum No Base 

Station 

Fixed 

Reactive Location 

Based 

No 

TEEN High Good Base 

Station 

Fixed 

Reactive Hierarchical Yes 
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APTEEN High Good Base 

Station 

Fixed 

Hybrid Hierarchical Yes 

GAF Limited Good Possible Hybrid Location 

Based 

No 

GEAR Limited Limited Limited Proactive Location 

Based 

No 

SAR High Limited Limited Proactive QOS-based Yes 

SPEED Low Limited Base 

Station 

Fixed 

Proactive QOS-based No 
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Chapter Three 

Related Work 

Routing protocols are in charge of establishing and maintaining connections between network 

nodes. As a result, routing protocol behavior has a significant impact on network performance. 

On-demand routing systems are better suited to dynamic networks since they adapt fast to the 

network's changing nature. On-demand routing protocol has a minimal processor overhead, 

memory overhead, and network utilization as compared to proactive routing protocol.   

Although there are various protocols and upgrades for wireless networks in recent literature, only 

a small number of them are specifically developed to meet the needs of IoT applications. The IPv6 

Routing Protocol for Low-Power and Lossy Networks (RPL) and the Lightweight On-Demand Ad 

hoc Distance-vector Routing Protocol – Next Generation (LOADng) are two examples. While 

RPL is the industry standard for IoT routing, LOADng is still in the works and has emerged as a 

more lightweight and less sophisticated alternative. RPL's Mode of Operation allows it to transmit 

multicast messages, however it does so at the cost of a lot of memory and complicated 

implementations with a vague explanation.  

Unlike RPL, the LOADng does not provide functionality for multicast message forwarding. As 

previously stated, multicast data communication is an important feature for IoT applications since 

it enables for the transmission of similar data messages to a small set of nodes with fewer 

transmissions. As a result, a routing protocol developed for LLN must provide efficient and 

reliable multicast support. Although newer techniques have improved LOADng functionality and 

introduced additional capabilities to the primary protocol core, the state-of-the-art does not 

currently handle multicast messages on the LOADng, to the best of the authors' knowledge. [35] 

Multicast LOADng (M-LOADng) is a novel multicast route discovery technology that enables 

multicast group leaders (also known as sink nodes or gateways) to establish a routing tree for a 

collection of network nodes that can decide to join a multicast group. The created tree is used to 

forward multicast data messages, but it can also be used by all other nodes sending data to the sink. 

The M-LOADng also has techniques for reducing control message utilization while maintaining 

the route finding process. Finally, the work provides for the use of multiple forwarding modes, 
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allowing it to cater to the needs of a variety of applications. Thus, the main contributions of this 

work are the following: 

 Support for the LOADng protocol in constructing a multicast routing tree for efficient 

multicast message routing;  

 Allow data message forwarding from the nodes to the sink to be performed using the built-

in multicast routing tree instead of expensive new route discovery process;  

 Reduce the number of control messages sent and increase the route discovery process's 

dependability;  

 Different multicast data message forwarding options are available to meet the needs of 

various IoT applications.  

 Present a complete performance evaluation of the suggested solution using a real-world 

testbed. 

In the Internet of Things (IoT), machine type communication (MTC) allows devices to talk with 

one another to create an intelligent environment. From the standpoint of heterogeneous network 

integration. IoT devices have a diverse set of requirements and specifications. Sensor nodes are 

limited-resource devices having limited energy, memory, and bandwidth, as well as non 

rechargeable batteries. The node's lifetime is determined by how well it uses its energy. When a 

route is overused, the energy of the nodes along the route is depleted significantly faster. 

Choosing an inconsistent routing statistic at random can result in unpredictable routing and the 

failure to find the best path to the destination. The suitable routing measure is chosen based on the 

network's intended use. All routing measures, in any event, should meet the three conditions of 

consistency, optimality, and loop-freeness. A composite routing measure can be created by 

combining two or more compatible metrics. The routing metrics are divided into two categories: 

link-based and node-based. The link attributes, such as transmission power or projected number 

of transmission counts, are taken into account by a link-based routing measure. A node-based 

routing measure takes into account node characteristics such as residual energy and congestion. 

The number of active paths across a node has scarcely been investigated in terms of node 

congestion. The protocol should avoid overloading a node, as this may result in the node's energy 

being depleted sooner. 

There have been substantial works on LOADng:  
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(i) To broaden the scope of its deployment ability in other topologies (for example, data 

collection networks);  

(ii) To make it more efficient in LLNs by lowering its control overhead;  

(iii) In order to improve its performance in medium-to-heavy traffic situations;  

(iv) To improve protocol scalability, interoperability, and security, as well as path quality.  

Despite this, little effort has been done on developing alternative route metrics to improve data 

transmission reliability, node energy efficiency, network resource utilization efficiency, and 

network longevity. In addition, there is very little research on the impact of multipath routing in 

LOADng-based LLNs. Furthermore, to the best of the authors' knowledge, no research has been 

done on the impact of data forwarding strategies in such networks when combined with MPR. In 

this research, a novel composite routing metric based on hop count (HC), node residual energy 

(RE), and total number of live routes (LR) in a node is suggested [36] for the LOADng. Then, for 

node-disjoint multipath discovery, the new composite metric is combined with an expanded 

version of LOADng. We also present a unique weighted forwarding (WF) technique to improve 

the network's dependability, load balancing, and energy economy. the network's resilience, load 

balancing, and energy efficiency 

The main contributions of this paper are the following.  

 Propose LRRE, a composite routing statistic that combines remaining energy (RE), live 

route count (LR), and hop count.  

 Compare the performance of LOADng single path routing with the route metrics LRRE, 

LR, RE, and HC. 

 Develop a ns-3 simulation module for LOADng multipath routing using the LRRE route 

metric. 

 Introduce an unique MPR data forwarding strategy to improve network stability and 

longevity while lowering energy consumption.  

 For the simple example of a single source-destination (S-D) pair, derive analytical 

equations to compare the load-balancing capabilities of different data forwarding methods. 

 Compare and contrast LOADng MPR's performance with the LRRE route metric and other 

forwarding algorithms. 
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The use of wireless communications to provide a ubiquitous and pervasive network is fundamental 

to smart city concepts. The wireless network devices in use are nodes with a variety of hardware, 

energy, and communication constraints. Due to these limitations, selecting an effective routing 

protocol is a critical step in achieving a high-performance network. Despite the fact that the IPv6 

Routing Protocol for Low-Power and Lossy Networks (RPL) is utilized in a wide range of smart 

city applications, new research has shown some of the protocol's flaws and limits. The Lightweight 

On-demand Ad hoc Distance-vector Routing Protocol (LOADng) could be a viable alternative to 

RPL in this situation. Although the LOADng reactive routing protocol is constantly utilized and 

tested in numerous network contexts, its performance in a smart city network has yet to be 

investigated. [37] As a result, this paper presents a performance evaluation study of LOADng in a 

smart city scenario. The routing protocol was tested using various routing metrics in order to 

determine which one was best suited for a smart city application. 

The main contributions of this work are the following:  

(i) identify the advantages and disadvantages of using LOADng in smart city applications; 

(ii) give detailed analysis of the advantages and drawbacks of several LOADng routing metrics 

for smart city applications. 

Power line communications (PLC) is a prominent technology that provides infrastructure for IoT, 

smart grids, smart cities, and in-home networking applications, and it has been tested for internet 

access. This technology is strongly related to sensor networks and automatic meter reading 

applications since it provides free infrastructure and meets data rate requirements. The application 

under consideration is the deployment of the G3-PLC LOADng routing protocol in sensor/meter 

network nodes that all share the same media. G3-PLC is a power line communication standard that 

uses OFDM at the physical layer and is aimed at smart grid applications. The Logical Link Control 

uses LOADng routing, while the Medium Access Control uses CSMA/CA [38]. By synthetically 

training an AI to infer the number of hops required to reach any destination by looking at 

topological and geometrical properties of the network, the goal of this work is to show how a 

supervised learning regression-based ANN can be used to infer the routing set in the central 

element of our network. We believe that using machine learning to create smart, fast, next-

generation networking is the way to go. 
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The LOADng Collection Tree Protocol (LOADng-CTP) is one of the LOADng protocol 

extensions. This module enables the creation of a bi-directional collection tree that is anchored in 

a single router and spans the entire network. [39] LOADng-CTP allows you to reduce the number 

of RREQ flooding operations from (n-1) to 2 in order to build bi-directional paths between the 

root and all other routers in the network, but it has the same state requirements as before. This 

addition is useful in scenarios where a central controller or monitoring entity is present and 

controlling the network, such as smart grid management or home/building/factory automation. 

Because many devices on an Internet of Things (IoT) network have significant computing resource 

limits in terms of memory, processing, and power, these networks are sometimes referred to as 

Low Power and Lossy Networks (LLNs). [40] Device mobility has various detrimental effects on 

the network in these cases, particularly in terms of connection, because node movement changes 

the routing protocol's paths. The neighboring routing protocol has a strong influence on network 

performance. The protocol that has become the industry standard for IoT networks was intended 

for static networks and, among other things, has limited reactivity in mobility scenarios. Currently, 

the predominant reactive protocol for LLNs is LOADng. Given the importance of mobility in the 

future of IoT, this paper suggests Extended Kalman Filter (EKF)-LOADng, a LOADng-based 

solution for LLNs in the mobility context. The solution's goal is to make mobile nodes aware of 

their location and, using the EKF, anticipate their nonlinear course. The retrieved location is 

utilized to improve mobile node connectivity and shorten pathways while messages are exchanged 

on the network. Under two separate scenarios in the Contiki OS, EKF-LOADng was compared 

against the normal version and an upgraded version of the LOADng protocol. 

Although some research has been done on LOADng, these studies do not compare the protocol's 

performance with multiple routing measures. During the route creation process, a routing metric 

is in charge of defining values for paths. Furthermore, a routing protocol will choose the way to 

forward a message depending on the metrics information. [41] As a result, the goal of this study is 

to conduct a performance evaluation of LOADng using several routing metrics. Different traffic 

patterns and network sizes are considered in the scenarios under investigation. 

The routing metrics that are employed have an impact on the performance of a routing protocol. 

A routing metric specifies how a routing protocol should weight each path and choose the optimal 

one. As a result, this work presents a performance evaluation research that evaluates the usage of 
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several routing measures on LOADng, based on the necessity of understanding the protocol's true 

potential. The hop count measure is used by default in the LOADng protocol to pick the path (in 

this case, the shortest path) between two nodes. However, alternative information can be used to 

calculate the weight of the routes. The routing measure in use has a significant impact on the 

performance of a routing system. The LOADng uses information from control messages or 

calculated at the time of the signal received to compute the weight of each path according to the 

routing metric during the route building process (transmission of RREQs and RREPs). The 

calculated values are used to update the routing table with the most efficient route to a given 

location. Then, using control messages, the values are sent to the other nodes.  

As a result, based on the routing metric information, the routing table records the optimum path to 

a destination. New routing metrics are introduced, such as the Minimum Battery Cost Routing 

(MBCR) and Min-Max Battery Cost Routing (MMBCR). The Minimum Battery Cost Routing 

(MBCR) is a routing statistic that takes into account the energy of the nodes. When computing the 

optimum path between two nodes, the MBCR takes into account the node's remaining battery 

capacity. The MBCR's objective is to avoid routes with low residual energy in order to reduce 

packet loss and reduce total network power consumption. MMBCR In the same vein as MBCR. 

However, to address MBCR's basic problem, MMBCR's approach is to avoid using a route when 

the nodes' remaining battery is low. 

The requirement for effective communication in low power lossy networks has gotten a lot of 

attention recently as the Internet of Things (IoT) has progressed. The LOADng routing protocol is 

used to offer a novel multipath-enhanced routing method for low power lossy networks are 

proposed. [42]The energy overheads incurred as well as the amount and size of control messages 

generated by three alternative multipath routing methods are analyzed using a theoretical 

framework for node disjoint multipath schemes. The two AODV-based multipath routing methods 

for use with the LOADng protocol have been changed. The essential properties of the network are 

supposed to be derived using a geometric random graph model based on the Log-normal 

shadowing radio model.  

The deployment of smart grid applications necessitates the use of customized communication 

methods. Because of the existing communication infrastructure in the energy grid, power line 

communication (PLC) is becoming a more appealing choice. G3-PLC is a 2012 standard that 
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outlines certain strategies for dealing with the power line channel's poor transmission performance. 

G3-PLC network nodes, in particular, must act as relays in order to execute hop-by-hop packet 

transfer. WSNs inspired the development of LOADng. In LOADng, the G3-PLC standard added 

four new mechanisms: weak link counts, smart RREQs, a route repair mechanism, and another 

significant change to the acknowledgment mechanism.[43] Each packet has a number of weak 

links. Each packet that uses a weak link adds to this total. The Link Quality Indicator (LQI), which 

ranges from 0 to 256, determines how weak a link is. The LQI is calculated from the physical 

properties of the transmission when a packet is received. The link is considered weak if the LQI is 

less than or equal to 52 (52 corresponds to a Signal to Noise Ratio (SNR) of 3 dB).  

In traditional LOADng, the metric value is used to judge whether or not the identified route is 

better. The hop count is the default metric value. Before the metric value is examined in G3-PLC 

LOADng, the weak link count is checked first. In practice, higher-quality routes are given priority 

over shorter routes. When a node receives an RREQ packet, it can verify its routing table to see if 

it contains a path to the destination using the Smart RREQ technique. If this is the case, the RREQ 

is merely unicast to this path rather than broadcasting to all neighbors. When an active link is 

broken, the node shortly before the broken link generates a local RREQ to discover an alternate 

route to the target using the route repair mechanism. It sends an RERR packet if it can't find it. All 

unicasted packets, such as RREPs, Smart RREQs, and RERRs, are acknowledged using the unique 

acknowledgement mechanism. However, because these two lasts were not used, only RREPs, as 

in the old LOADng protocol, were recognized. 
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The overall related works related to LOADng are described as follows 

Table 2 Comparisons of LOADng protocols in different scenarios 

Title Authors Parameter used 

for path 

selection 

Strength weakness 

Performance analysis 

of the RPL and 

LOADng Routing 

Protocols in a Home 

Automation Scenario  

 

Malisa Vucinic, 

Bernard Tourancheau 

et al (2014) 

 

Centralized 

architecture 

RPL provides decent 

overall performance, 

but LOADng may be 

better suited to sparse 

LLN deployments 

with low-priority 

traffic where the Route 

Hold Time can reach a 

high value. 

The results indicates that 

LOADng is not the ideal 

solution for Home Automation 

applications when response 

speed is critical.  

 

Performance 

Assessment of the 

LOADng Routing 

Protocol in Smart City 

Scenarios 

Jose V. V. Sobral , Joel 

J. P. C. Rodrigues et al 

(2017) 

Link Quality Indicator 

Weak links (LQI WL) 

To differentiate links, 

it used a threshold. The 

optimum route 

between a sender and a 

destination node is 

thus the one with the 

smallest weak links 

among those that are 

available. 

LQI WL examines the quality 

of the link between nodes and 

attempts to avoid low-quality 

pathways. This may need the 

use of more hops. 

Performance 

Evaluation of 

LOADng Routing 

Protocol in IoT P2P 

and MP2P 

Applications 

Jose V. V. Sobral, Joel 

J. P. C. Rodrigues et al 

(2016) 

Point to point and 

Multi point to point 

In IOT scenarios using 

MP2P apps has better 

performance  

It was observed that when the 

size of the network grows, the 

performance of protocol 

reduced dramatically. 

Improving Network 

Lifetime and 

Reliability for 

Machine Type 

Communications 

based on LOADng 

Routing Protocol 

Deepthi Sasidharan, 

Lillykutty Jacob 

(2018) 

 

Single Path Routing 

(SPR) 

Introduce a unique 

data forwarding 

strategy to improve 

network stability and 

lifetime by reducing 

energy consumption. 

Only nodes that are within 

transmission range of each 

other can connect directly, and 

a source node may need to 

make numerous intermediate 

hops to reach the destination 

node. 
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An Enhanced Routing 

Protocol for Internet of 

Things Applications 

over Low Power 

Networks 

Ricardo A. L. Rabêlo 

and Kashif Saleem et 

al (2019) 

 

Internet routes It minimizes the 

number of control 

messages needed to 

build routes between 

nodes. 

Rather than looking for a 

specific destination address, it 

employs the Internet route 

discovery mechanism, which 

looks for any Interconnected 

Nodes (IN). 

A mobility solution for 

low power and lossy 

networks using the 

LOADng protocol 

Allan J. R. Gonçalves1 

Ricardo A. L. Rabêlo1 

et al (2019) 

Extended Kalman 

Filter (EKF) 

Makes mobile nodes 

aware of their position, 

which improves 

mobile node 

connectivity and 

shortens pathways 

while messages are 

exchanged on the 

network. 

Trilateration, which calculates 

the current mobile node 

location based on the RSSI of 

three surrounding static nodes, 

is used for RF-based 

localization. 

Artificial-Intelligence-

Based Performance 

Enhancement of the 

G3-PLC LOADng 

Routing Protocol for 

Sensor Networks 

Francesco Marcuzzi 

and Andrea M. 

Tonello (2019) 

supervised-learning 

regression-based ANN 

By synthetically 

teaching an AI to 

estimate the amount of 

hops required to reach 

any destination by 

looking at topological 

and geometrical 

aspects of the network, 

it may be used to infer 

the routing set in the 

network's central 

element, enabling 

smart, rapid, next-

generation 

networking. 

To begin the learning process 

and devise a statistical trend, 

ML requires a large enough 

database of issue solutions (i.e. 

desirable behavior for the 

solving algorithm). 

Path Accumulation 

Extensions for the 

LOADng Routing 

Protocol in Sensor 

Networks 

Thomas Heide 

Clausen, Jiazi Yi 

(2019) 

Path Accumulation Minimizes the number 

of RREQ flooding 

operations from (n-1) 

to 2 to create 

bidirectional pathways 

between the root and 

all other routers in the 

network. 

Only applicable for 

deployments where a central 

controller, or monitoring entity 

is present and operating the 

network 
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Chapter Four 

Proposed Work 

The acronym LOADng refers to the (Lightweight On Demand Ad hoc Distance vector next 

generation) protocol. The basic operations of LOADng protocol is [44], When a LOADng Router 

(originator) discovers a route to a destination, it generates Route Requests (RREQs) and floods 

them around the network, as well as Route Replies (RREPs) generated by the sought destination 

and sent to the originator through unicasts. When an intermediate router forwards an RREQ, it 

creates a temporary routing table entry for the RREQ's originator to forward direction from the 

destination to the originator. When the sought destination receives an RREQ, it responds with a 

unicast RREP, which is forwarded along the installed reverse route and whose forwarding serves 

to establish a forward route from the originator to the destination. For each bidirectional path via 

a LOADng router, four entries are held in the routing table: one for the next hop and another for 

the destination from that next hop for directions. 

One of the most appealing aspects of LOADng is its ability to combine simplicity and extensibility. 

The core protocol establishes mechanisms for establishing and maintaining bidirectional routes 

between router pairs. But it also allows for the development of functional extensions, which can 

improve the protocol's behavior and performance for specific deployments, topologies, and traffic 

patterns. LOADng is an AODV-based protocol tailored to the needs of LLNs [45]. 

The information required for hop-by-hop data packet routing is provided by LOADng. A router 

will know the next hop towards the destination for a data packet, but not the full path that the 

packet will take. To achieve this, only the destination address is included in the header of a data 

packet, relying on intermediate routers to make forwarding decisions based on their local 

knowledge of the routing topology. This allows each router to make a decision on the fly (e.g., if 

local connectivity changes more frequently than routing updates can be propagated globally 

through the network) and, e.g., when a data packet arrives at a router without, or with obsolete, 

topological knowledge, this allows fast re-routing mechanisms to engage and enhance data packet 

distribution [46].   



36 | P a g e  
 

LOADng is one of routing protocol in sensor networks whose aim is to discover bi-directional 

paths. Each LOADng Router generates and processes RREQ, RREP, RREP–ACK and RERR 

messages. As a reactive protocol, stablished routes are only when there is data to be sent and there 

is any path towards destination. Routes are maintained for as long as there is traffic using this path. 

When a LOADng router attempts to send a data packet to a LOADng router for which it has no 

matching entry in its Routing Set, it starts the LOADng route exploration A RREQ packet is then 

created and flooded in the network. Nodes routers receiving such RREQ install or upgrade their 

route towards the RREQ originator if it corresponds during this phase.  

When the destination receives the RREQ, it produces an RREP packet that is sent unicast hop-by-

hop along the reverse route to the RREQ originator. If the RREP–ACK flag is set, nodes receiving 

the RREP will unicast a proper RREP–ACK to the neighbor from which received the RREP, with 

the purpose to notify the neighbor sending the RREP that their link is bidirectional. When the 

originator of the RREQ receives the correspondent RREP, the route is installed in the Routing Set. 

Only the destination is allowed to respond to an RREQ during the route discovery procedure. This 

eliminates the need for AODV's artifact, Destination Sequence Numbers, allowing the message 

size to be reduced in comparison to other protocols. In this way, no gratuitous RREP are not sent 

whilst loop freedom is retained.  

When a route towards destination is formed, a LOADng router does not maintain a precursor list 

as AODV does, and it only takes care of the next hop to forward the packet towards the final 

destination. A route error (RERR) packet is sent only to the data packet's originator when 

forwarding a data packet to the next hop towards destination fails. Different address lengths are 

allowed, including those of IPv6. The only constraint is that in a given network each device has a 

unique address, and that all addresses of the network are of the same length. Each LOADng router 

must have at least one port, each of them equipped with one or more network addresses. This 

protocol is layer-independent. It can be used as a route over protocol at layer 3 or as a mesh under 

routing protocol at layer 2. 

The LOADng routing protocol was created for wireless networks that have limited hardware 

capacity. The protocol is based on the well-known AODV and features a reactive route discovery 

mechanism that creates a path between nodes on-demand [47]. The LOADng's core structure is 

made up of four control messages and three data structures that each network computer is 
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responsible for maintaining. Route Request (RREQ), Route Reply (RREP), Route Reply 

Acknowledgement (RREP ACK), and Route Error are the control messages that are used to create 

and maintain paths between nodes (RERR).  

Table 3 RREQ and RREP messages fields and RREP_ACK message fields 

Field Size(bits) Description 

RREQ and RREP messages 

fields 

  

type 8 type of message 

addr-length 4 length of originator and destinations addresses 

seq-num 16 sequence number that uniquely identifies each 

message of an originator 

metric-type 8 metric type used to construct the route 

Route_metric 32 value computed based on the used metric type 

hop-count 8 number of times that message was transmitted 

hop-limit 8 maximum number of hops permitted 

originator variable address of the message originator 

destination variable address of the message destination 

Ack-required 1 if flagged, indicates the need of an 

acknowledgment message (only used with RREP) 

RREP_ACK message fields   

addr-length 4 length of originator and destinations addresses 

seq-num 16 sequence number of the RREP that will be 

confirmed 

destination variable address of the message destination, i.e., the RREP 

originator address 
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Table 4 The fields of Routing Set and Pending Ack Set 

Field Size(bits) Description 

Routing Set   

R_dest_addr Variable address of route destination 

R_next_addr Variable  

R_metric_type 8 metric type used to compute the route metric 

R_metric 32 value computed to the route based on the 

metric type 

R_hop_count 8 number of hops to reach the destination 

R_seq_num 16 sequence number of the message used to 

create/refresh the route entry 

R_bidirectional 1 Boolean flag that if TRUE, indicates a 

bidirectional route 

R_local_iface_addr Variable address of the interface used to communicate with 

the destination 

R_valid_time 16 valid time of the route 

Pending Ack Set   

P_next_hop Variable address of the node which the RREP was sent 

P_originator Variable address of the RREP originator 

P_seq_num 16 value of the seq_num field of the sent RREP 

P_ack_received 1 Boolean flag set as TRUE when the 

corresponding RREP_ACK is received 

P_ack_timeout 16 time to expire the entry 
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When a node wants to find a route to a destination, it should send an RREQ message to initiate the 

route discovery process. As a result, the created RREQ is broadcast, which includes the intended 

destination's address. When a node receives an RREQ, it must update some message attributes, 

save information about the message originator and previous hop node to its Routing Set, and 

validate the message destination. Before broadcasting a message to its neighbors, the node should 

check the message's maximum hop limit if the node address does not match the RREQ destination. 

Otherwise, in response to the received route request, the node could send an RREP message to the 

RREQ originator.  

The RREP is prepared and sent in unicast over the same path as the RREQ. Each node that receives 

an RREP message should refresh its Routing Set and update the message fields. Using the 

information reported in the Routing Set during RREQ propagation, the message should then be 

forwarded to the next hop in the path to the message destination. This procedure is repeated until 

the RREP achieves its objective. When the RREQ originator receives the RREP, the route 

discovery process is complete, and data messages can be sent along the built path. 

The LOADng optionally provides the use of the RREP ACK message to validate the receipt of 

RREP messages in order to increase the reliability of the built routes. As a result, when an RREP 

is created, the node may choose to set the Ack-required flag in the message. When an RREP 

message with the Ack needed flag set is sent, the sender node should add an entry to the Pending 

Acknowledgement Set containing information about the RREP next hop node and a valid time to 

wait for the RREP reply. When a node receives an RREP with the Ack-required flag set, it should 

send the message sender an RREP ACK to validate the RREP reception. If the Pending 

Acknowledgement Set entry does not receive an RREP ACK before it expires, the delivered 

RREP's next hop should be put to the Blacklisted Neighbor Set, and all further messages received 

from it should be disregarded. 

4.1. Architectures of Proposed Work 

WSNs are frequently referred to as infrastructure-less networks [48], in which nodes must work 

together to build a network and collect and send data. Because sensor nodes have limited resources, 

resource management is a major concern, especially in WSNs with a large number of nodes, many 

of which may operate as data forwarding nodes. Because wireless data transmission consumes the 

majority of the energy in sensor platforms, resource use in WSNs, particularly energy 
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consumption, requires careful monitoring. Clustering approaches are effective and useful for 

reducing energy consumption and extending the network's lifetime. Clustering is the process of 

grouping nodes or data points into groups such that data points in the same group are more 

comparable to data points in other groups than data points from other groups. To put it another 

way, the aim is to separate groups with similar characteristics and assign them to clusters. 

Clustering is divided into two stages. These are the Cluster Head (CH) node selection and cluster 

creation. In step one, a Cluster Head (CH) is chosen from among the network nodes and in step 

two, nodes that are not chosen as CHs are determined to simply bind to a cluster node in the 

network. The clustering algorithm that is preferably used in this work is agglomerative hierarchical 

clustering.  

4.2. Types of Nodes In Clustering  

Based on the computing power, there are two types of nodes in clustering, homogenous and 

heterogeneous nodes. In homogenous clustering all nodes have equal power to operate the task 

whereas heterogeneous nodes have different computing resource, bandwidth and computing power 

to operate. Some nodes in heterogeneous clustering have special power.  

4.2.1. Homogeneous Clustering 

Sensors in homogeneous networks start with the same amount of energy, have the same 

communication range, and have the same sensing range. As a result, sensors react similarly to 

similar conditions and consume the same amount of energy. Each node may be a CH in these 

networks, which are the most common in most applications. Additionally, the CH function can be 

rotated among nodes on a regular basis to improve load balancing and uniform energy 

consumption. A homogeneous sensor network is made up of BS and sensor nodes that have the 

same capabilities, such as processing power and memory space. In these types of networks, data 

processing is focused on the data dissemination mechanism.  

Flat and hierarchical topologies are two well-known architectures that have been commonly used 

in homogeneous networks for data distribution and collection. Sensor nodes in a hierarchical 

network are arranged in clusters, with CHs acting as simple data relays. Since CHs have the same 

transmission capacity as sensor nodes, the upper bound of throughput can be used to calculate the 

minimum number of clusters available. Of course, the increased throughput obtained by clustering 

comes at the expense of additional nodes that serve as CHs. In a hierarchical network, data 
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aggregation entails merging data in CHs to minimize the number of transmitted messages to BS. 

As a result, network reliability in terms of energy consumption improves. The work is based on 

homogenous nodes. 

4.2.2. Heterogeneous Clustering 

In this form of clustering, not all sensors are in the same situations and which are known as 

heterogeneous networks. There are two types of sensors in this networks. The first type of sensor 

is a super node, which has a higher processing capacity and more sophisticated hardware; CH are 

chosen from among super nodes and receive data from sensor nodes. Standard nodes with lower 

capabilities make up the second type, which are used to sense certain environmental parameters. 

In such networks, mobile base stations are randomly located in the network area and collect data 

directly from ordinary sensor nodes or replay data using certain sensor nodes.  Sensor nodes may 

often be dispersed, and the distance between two sensor nodes can be considerable. The longer the 

distance between sensor nodes, the more energy is used for communication. Sensor nodes must, 

in the meantime, be able to sense and communicate with each other for longer periods.  

4.3 Agglomerative Hierarchical Clustering 

The most common method of hierarchical clustering used to group objects in clusters based on 

their similarity is agglomerative clustering. AGNES is another name for it (Agglomerative 

Nesting). Each object is first treated as a singleton cluster by the algorithm. Then, one by one, pairs 

of clusters are merged until all artifacts are contained in a single giant cluster. A dendrogram, 

which is a tree-based representation of the elements, is the result. Agglomerative clustering starts 

at the bottom and works its way up. To put it another way, each entity is conceived as a single-

element cluster at beginning leaf. The two clusters that are the most comparable are joined into a 

new larger cluster nodes at each phase of the procedure nodes. This process is repeated until all 

points belong to a single large cluster. 

There are a few possible ways to perform agglomerative hierarchical clustering here. However 

they generally follow the following major steps: 

 Calculating the proximity matrix for the initial clusters  

 Searching for the minimal distance in the matrix 

 Combining the two clusters with the minimal distance 
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 Updating the proximity matrix by calculating the distances between the new cluster with 

the other clusters 

 Repeating the previous three steps if more than one cluster remains 

 

Flow chart of the proposed algorithm  

 

Figure 13 Flow Chart of proposed model 
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4.3.1 Cluster Head selection 

The Cluster Head selection has a significant effect on the clustering algorithm's efficiency and 

simplicity, as well as the network lifetime. Choosing the right CH will help you save a lot of money 

on electricity.  The BS will do the CH selection, which can be centralized. It can also be spread 

when nodes take on the CH function on their own [49]. The CH selection can be performed 

deterministically or arbitrarily. The energy parameter will play a role in CH selection, with higher 

energy nodes having a better chance of being chosen as the CH. The CH selection can also be 

influenced by the distance parameter. Other factors, such as cluster size or the number of 

neighbors, can influence CH selection.  

When choosing a CH becomes a time-consuming and complicated operation, it may add overhead 

to the network, resulting in energy consumption. When choosing a CH, a balance should be struck 

between the optimization of the CH and the energy usage resulting from the imposed overhead. 

CH clutter is avoided by distributing the CH evenly. The distance between cluster member nodes 

and their CH can be large in cluttered CH. To put it another way, intra-cluster communications use 

a lot of power. The delay period is the time it takes to choose a channel. It can also be used to 

describe the amount of time it takes for a cluster to grow. The success of clustering is influenced 

by this parameter. 

4.3.2 Defining Proximity between clusters 

The calculation of cluster proximity is the core operation of the proximity algorithm, and it is the 

concept of cluster proximity that distinguishes the various agglomerative hierarchical techniques 

like MIN, MAX, and Group average. A graph-based view of a cluster is the source of several 

agglomerative hierarchical clustering techniques like MIN, MAX, and Group average. The 

distance between the nearest two locations in separate clusters, or the shortest edge between two 

nodes in separate subsets of nodes in graph terms, is defined by MIN. MAX defines cluster 

proximity as the distance between the farthest two points in separate clusters, or the longest edge 

between two nodes in separate subsets of nodes. 

Cluster formation 

Clusters have been fully formed and all nodes have specified their status during the cluster forming 

process. Some nodes serve as the cluster head, while others serve as cluster members. The 

following principles should be considered when forming clusters.   



44 | P a g e  
 

Cluster count 

The CH selection and cluster forming method in most recent probabilistic and randomized 

clustering algorithms naturally result in the development of various cluster counts. The collection 

of CH is however, calculated in advance in some works. Thus, cluster counts are predefined. 

Intra-cluster communications 

The communication between a sensor and its designated CH was assumed direct in some of the 

early clustering approaches (one-hop). However, in cases where the communication range of 

sensors is limited or the number of sensor nodes is very large and the number of CH is bounded, 

multi-hop intra-cluster communication is now a requirement. 

The location of each node is calculated using Euclidian distance. Based on Euclidean distance, 

Euclidean matrix should be formed and store the distance of each nodes. Ones the Euclidean matrix 

formed each node knows the distance of its nearest node. On this way the communication should 

be started.    

Inter-cluster communications 

CH can either directly or indirectly send data gathered from member nodes to the BS. In direct 

mode, CH uses one-hop transmission to send data to the BS. In the indirect mode, CH sends data 

via multi-hop transmission and a CH closer to the BS. Member nodes have different parameters to 

select an appropriate cluster including: 

• The distance between the node and the CH: Each node calculates its Euclidean distance to the 

CH and connects to the CH with the shortest distance. The number of hops a node must make to 

hit the CH: Nodes are either directly or indirectly related to the CH (using two-hops or multi-hops). 

The number of hops has an effect on the CH selection. 

dist(𝑋𝑌⃗⃗⃗⃗  ⃗) = √(𝑥 − 𝑥𝑜)2 + (𝑦 − 𝑦𝑜)2 

Where: - 

 𝑋𝑌⃗⃗⃗⃗  ⃗ the Euclidean distance of two points in two dimensional i.e. x and y plane 

 𝑥 − 𝑥𝑜 𝑎𝑛𝑑 𝑦 − 𝑦𝑜 Are the respective points of in x and y plane. 
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• The size of the cluster: The number of nodes in a cluster represents the cluster's energy density. 

As a result, cluster size is a critical consideration in clustering. The formation of the cluster will 

result in the emergence of overhead that is imposed on the network. The amount of overhead 

applied to the network is determined by the parameters that influence CH selection as well as the 

complexity of the cluster creation algorithms. Clearly, lower overhead equates to greater 

performance. The selected cluster may have a large number of clusters, and its distance from the 

central station is long and energy is small, so this cluster will die and access will be difficult. 

Therefore, overhead rises, and the window for selecting a sink in a suitable cluster closes. 

Intercommunication is accomplished using MIN (single link) techniques. The maximum distance 

(maximum similarity) between any two points in two different clusters is known as the MIN or 

Single link proximity of two clusters. Starting with all points as singleton clusters, add ties between 

points one at a time, shortest links first, then these single links merge the points into clusters, using 

graph terminology.  

Distance Matrix 

The Distance Matrix determines the fastest or shortest routes between two points and solves the 

commonly known Travelling Salesman problem. To calculate the distance matrix of the following 

points some steps are applied.  

 

Figure 14 Points to calculate Distance matrix 
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The table below shows numeric representation of the points above. All the distance matrixes of 

the points are represented also.  

Table 5 Two-dimensional points to calculate distance Matrix 

Points x coordinates y coordinate 

P1 0.40 0.53 

P2 0.22 0.38 

P3 0.35 0.32 

P4 0.26 0.19 

P5 0.08 0.41 

P6 0.45 0.30 

 

The Euclidean distance between each points are calculated and put in the following manner. The 

formula used to find Euclidean distance is dist(𝑋𝑌⃗⃗⃗⃗  ⃗) = √(𝑥 − 𝑥𝑜)2 + (𝑦 − 𝑦𝑜)2 

Table 6 The calculated distance matrix 

 P1 P2 P3 P4 P5 P6 

P1 0.00 0.24 0.22 0.37 0.34 0.23 

P2 0.24 0.00 0.15 0.20 0.14 0.25 

P3 0.22 0.15 0.00 0.15 0.28 0.11 

P4 0.37 0.20 0.15 0.00 0.29 0.22 

P5 0.34 0.14 0.28 0.29 0.00 0.39 

P6 0.23 0.25 0.11 0.22 0.39 0.00 

 

Ones the distance matrix is calculated, every nodes have distance of its neighboring nodes. 

Therefore, it is very important while routing.  

Balance 

In terms of the number of member nodes, distance to the BS, and cluster balance in the 

environment, formed clusters differ from one another. Clusters are balanced in terms of member 

nodes and standing position in some clustering algorithms, resulting in a balanced distribution of 

clusters in the environment. However, there are several other algorithms in which there is no 
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equilibrium in the number of member nodes, the distance between the cluster and the BS, the 

number of neighbors and other parameters.  

Clustering parameters 

In clustering, several parameters can be used as the basic means for comparing and classifying 

clustering protocols. Some of the parameters are described as follows. 

Energy efficiency 

The battery is the most significant weakness in sensor networks. Sensors are powered by a limited-

capacity battery that cannot be recharged in most cases. As a result, the first concept that clustering 

algorithms can remember is optimum energy consumption. 

Location awareness 

In order to determine their distance from their neighbors, sensor nodes must be aware of their 

position, their neighbors, and in some cases, the entire network. Installing the Global Positioning 

System (GPS) or calculating the frequency of the returned signal are also common ways to do this. 

Both approaches necessitate the use of energy. Some algorithms are built in such a way that nodes 

do not even need to know their own physical locations or the locations of their neighbors. Many 

strategies for positioning in WSNs have been suggested in recent years. These methods can be 

classified into two categories: There are two types of techniques: anchor-based techniques and 

non-anchor techniques. Before starting the positioning procedure, an anchor node is a sensor node 

that knows where it is by using manual settings or GPS.  

In anchor-based techniques, the sensor network is believed to have a fixed number of anchor nodes. 

Since all nodes can estimate their definite location in the global coordinate system, the aim of these 

techniques is to make use of their capabilities. There is no need for an anchor node in non-anchor 

techniques because sensor nodes estimate their relative location in the network graph at the end of 

the positioning process. While anchor-based techniques can measure the precise location of nodes 

in the global coordinate system, having an anchor node necessitates additional equipment, 

positioning, and manual settings that are not feasible due to sensor node limitations and an 

unsuitable network environment. Techniques that do not use anchors are less expensive than 

anchor-based techniques. 
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Advantages of Clustering 

In addition to supporting scalability of the network and reducing the energy consumption by 

aggregating data and decreasing transmissions, clustering has many other advantages. Some 

clustering advantages were described below.  

Data Fusion: - CHs collect data from various nodes and send it to the base station (BS) during data 

fusion. Data fusion also removes redundant data at the CH stage, which relieves the sensor nodes 

of additional communication load. As a result, data fusion improves total network lifetime and 

conserves all network capacity [50]. 

Data Load Management: - Clustering allows for effective data load control and a consistent 

network lifetime. In order to transmit data from upper layers, CHs closer to the BS experience 

increased data loads. To deal with this problem, CHs that are closer to the BS keep fewer member 

nodes to reduce load. As a result, all nodes deplete their resources at the same rate, and the network 

lifetime becomes consistent. 

Efficient Energy Saving: - Data is transmitted via flooding in flat networks, but data is aggregated 

on the CH level and sent to the BS through multi-hop routing in cluster-based networks. In a 

cluster-based network, multi-hop routing reduces the number of transmission routes, saving energy 

exponentially [51]. 

Relay Node: - When nodes fail to communicate, the network is partitioned or disconnected. The 

relay node is used to reconnect the partitions and reestablish the route. The relay node may be 

either static or mobile. A static node's initial job, on the other hand, is to locate the disjoint portion 

and then deploy a relay node there. However, a mobile relay node is a unique type of node that 

operates in a disjointed region [52]. 

Robustness: - The critical step after forming a cluster-based WSN is cluster maintenance. Cluster 

maintenance is essential to keep the network running smoothly. It can handle a variety of 

situations, including network size changes, node movement, and unforeseen operational flaws. 

Managing these differences within each cluster is all that clustering algorithms need. As a result, 

cluster maintenance makes the network more stable and easy to manipulate topologically. 
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Collision Avoidance: - When a single channel is considered in a sensor network, it is shared among 

sensor nodes. As a result, when a large number of nodes send data at the same time, the network's 

output suffers. This can be efficiently solved in a cluster-based WSN, where the CH uses 

scheduling to assign a specific time slot to each member node [53]. 

Latency Reduction: - The cumulative time it takes for a message to move from source to destination 

node is referred to as latency. By maintaining a routing table at the CH level to make efficient 

routing decisions, cluster-based WSN improves packet delivery efficiency. Furthermore, cluster-

based networks based on the linked dominant set form a predefined communication pathway 

known as the backbone tree, which allows for fast and efficient multi-hop routing. 

Secure Data Communication: - Malicious nodes can attack to alter or hack data because CH 

performs data aggregation. Powerful authentication schemes are developed in cluster-based WSNs 

to prevent malicious nodes from entering the network. These schemes help to ensure data security 

and privacy. 

Fault Tolerance: - Hardware failure, delay, interference, energy exhaustion, and other factors may 

all affect sensor nodes. Cluster-based protocols are ideal for such limitations, where nodes are not 

replaceable in a harsh setting. WSNs, in particular in harsh conditions and remote areas, must be 

able to reconfigure themselves without human intervention. Fault tolerance techniques must be 

considered during the protocol design stage in order to protect aggregated data. When CH fails, 

cluster repair and CH backup are more practical techniques for securing the whole network 

reconstruction [54]. 

Data Communication Assurance: - CH uses single-hop or multi-hop routing to return the 

aggregated data to the base station. Because of its high likelihood of incidence, the probability of 

data loss in mobile networks has piqued researchers' interest in recent studies. To deal with such 

issues, the mobile node sends a joint request to its CH before initiating data contact. If the sender 

receives the acknowledgment code, it begins data transmission; if it does not, the sender node 

considers itself to be no longer a member of the network and must reconnect. The network then 

starts transmitting data to the parent node after the node is rejoined. As a result, ensuring 

compatibility between member nodes and their CH is critical for efficient data delivery [55]. 
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Deadlock Prevention: - Data is sent to the base station via intermediate nodes in multi-hop 

communication. Different nodes transmit data to the base station in this criterion. As a result, the 

node closest to the sink node is overburdened with more information than the nodes further out. 

As a result, nodes closer to the BS deplete energy faster, resulting in deadlock near the BS. This 

can result in the network being divided into groups. Because of the restricted range, the far nodes 

may not be able to reach BS. Other nodes, on the other hand, continue to have resources. To address 

these issues, load balanced clusters were examined, in which a cluster closer to the base station 

maintains less member nodes than a cluster farther away. As a result, a closer CH keeps enough 

energy for intercluster contact. As a result, using clusters of unequal size will effectively manage 

deadlock prevention. 

Network Lifetime: - Since nodes have limited capacity, bandwidth, and processing capacities, 

increasing network lifetime is a critical factor. Optimizing a few problems in WSNs, such as intra-

cluster communication expense, redundant data gathering, and uniform cluster loads, is usually a 

critical task. Such considerations are taken into account during CH voting, extending the network's 

lifespan. Furthermore, higher energy routes are prioritized for data transmission, with this 

requirement resulting in uniformed energy loss in the network and extending network lifespan 

[56]. 

Efficient Quality of Services: - WSN's functionalities and network implementations necessitate the 

requirement of service efficiency. End-to-end delay, reliability, throughput, jitter, and bandwidth 

are common effective QoS parameters. In cluster-based protocols, it is difficult to meet all of the 

requirements for QoS parameters. To accept one or more QoS parameters based on application 

requirements, a trade-off is required. The energy efficiency of state-of-the-art cluster-based 

protocols is prioritized over QoS. For real-time application domains such as healthcare, frontline 

applications, and event observing, QoS problems are taken into account [57]. 
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Chapter Five 

Implementation 

RREQ packets are sent by a LOADng router to obtain routes. When receiving LOADng packets, 

the routing table may also be modified. LOADng packet reception, encoding, and forwarding for 

various message types. 

5.1. Route Requests (RREQs) 

When a LOADng Router has data packets to deliver to a destination and the data packet source is 

local to that LOADng Router i.e., an address in that LOADng Router's Local Interface Set or 

Destination Address Set. But if no matching tuple is in the Routing Set, it creates Route Requests 

(RREQs). After launching an RREQ, a LOADng Router waits for a corresponding RREP. If no 

such RREP is received within the requested period, the LOADng Router may send a new RREQ 

for the sought destination with an incremented sequence number up to a limit of RREQ retries 

times. 

5.1.1. RREQ Generation 

RREQ Message has he following message contents 

Addr-length is a integer field, which encodes the length of the originator/source and destination 

addresses. Addr-length is calculated as the length of an address in octets minus 1 

Seq-num is an unsigned integer field that holds the LOADng Router's sequence number for 

sending the RREQ message. 

Metric-type is a field and specifies the type of metric requested by this RREQ. 

Route-metric is a field, of length defined by RREQ.metric-type, which specifies the route metric 

of the route (the sum of the link metrics of the links), through which this RREQ has traveled. 

hop-count is a field and specifies the total number of hops which the message has crossed from 

the originator. 

hop-limit is a field and specifies the number of hops that the message is allowed to traverse. 

An RREQ message is generated according to the message fields  

 RREQ.addr-length set to the length of the address,  
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 RREQ.metric-type set to the desired metric type; 

 RREQ.route-metric: = 0. 

 RREQ.seq-num set to the next unused sequence number, maintained by this LOADng 

Router; 

 RREQ.hop-count := 0; 

 RREQ.hop-limit := MAX_HOP_LIMIT; 

 RREQ.destination := the address for which a route is being sought; 

 RREQ.originator:= One of the addresses of the LOADng Router’s in which LOADng 

Interface generates the RREQ. The source address of the data packet provided by that 

host is used, if the LOADng Router is generating RREQ on behalf of a host connected to 

this LOADng Router. 

5.1.2. RREQ Processing 

RREQ uses the variables hop-count and hop-limit, which have been modified when processing the 

message. When a LOADng Router receives an RREQ message, it must process it as described 

below: 

 If a message is ineligible for processing, it must be discarded without further processing. 

The message is ineligible for forwarding. 

 Otherwise, the message is processed  

 If the destination is given in any local interface tuple or corresponds to the destination 

address of any Destination Address Tuple of this LOADng Router, the RREP generating 

technique must be utilized. When forwarding, the RREQ is not taken into account.. 

 Otherwise, if the hop-count is less than the maximum hop count and the hop-limit is greater 

than 0, the message is evaluated for forwarding.  

5.1.3. RREQ Forwarding 
When processing the message, the variables utilized-metric type, hop-count, hop-limit, and route-

metric were altered, and they are used in this part to update the content of the message to be 

forwarded. Prior to transmission, an RREQ that is being considered for forwarding must be 

changed as follows: 

1. RREQ.metric-type := used-metric-type  

2. RREQ.route-metric := route-metric  
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3. RREQ.hop-count := hop-count  

4. RREQ.hop-limit := hop-limit  

An RREQ must be transmitted in accordance with the network's flooding operation. This could be 

accomplished through traditional flooding, a decreased relay set mechanism, or any other kind of 

information dispersion. It is important to make sure that network traversal time is set to the 

maximum time that an RREQ can traverse the network, taking into account any in-router delays 

caused by or imposed by such algorithms. 

5.1.4. RREQ Transmission 

RREQs are sent to all neighboring LOADng Routers through all interfaces in the Local Interface 

Set, whether they are created or forwarded. When an RREQ message is broadcast, all receiving 

LOADng Routers will process it and consider it for forwarding at the same time, or practically at 

the same time. RREQ messages should be jittered if employing data link and physical layers that 

are prone to packet loss due to collisions. 

5.2. Route Replies (RREPs) 

A LOADng Router generates Route Replies (RREPs) in response to an RREQ, which are 

transmitted by the LOADng router with the RREQ.destination address in its Destination Address 

Set or Local Interface Set. RREPs are sent to the originator of the RREQ in response to which the 

RREP was formed in unicast, hop by hop, along the Reverse Route built by that RREQ. The 

Forward Route is established towards the RREP.destination when a LOADng Router forwards an 

RREP. 

Forwarding of RREQs installing the Reverse Route and forwarding of RREPs installing the 

Forward Route offer bidirectional pathways between the RREQ.originator and RREQ.destination. 

5.2.1. RREP Generation 

The RREP must be created in response to RREQ messages that have been issued in the past 

(RREP.originator, RREP.seqnum). An RREP can be generated immediately in response to each 

RREQ processed to provide the shortest possible route establishment delays, or after a certain 

delay after the arrival of the first RREQ to use the best received RREQ (e.g., received over the 

lowest-cost route) but at the cost of longer route establishment delays. A LOADng router can 
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generate extra RREPs at the cost of more control traffic if subsequent RREQs with the same 

(RREP.originator, RREP.seq-num) pairs indicate a better path. 

An RREP's content is as follows: 

 RREP.addr-length set to the length of the address, 

 RREP.seq-num set to the next unused sequence number, maintained by this LOADng 

Router; 

 RREP.metric-type set to the same value as the RREQ.metric-type in the corresponding 

RREQ if the router knows the metric-type. Otherwise, RREP.metric-type is set to 

HOP_COUNT; 

 RREP.route-metric := 0 

 RREP.hop-count := 0; 

 RREP.hop-limit := maximum hop limit; 

 RREP.destination := the address to which this RREP message will be sent; this corresponds 

to the RREQ.originator from the RREQ message, which this RREP message was created 

in response to; 

 RREP.originator:= the LOADng Router's address for generating the RREP. If the LOADng 

Router is creating an RREP on behalf of the hosts connected to it, or one of the addresses 

in the LOADng Router's Destination Address Set, the host address is used. 

5.2.2. RREP Processing 

While processing the post, the variables hop-count and hop-limit were changed, and they are used. 

When a LOADng Router receives an RREP message, it must process it as follows:  

1. The message must be discarded without further processing if it is ineligible for processing. 

The message is not qualified to be forwarded.. 

2. Otherwise, the message is processed  

3. If RREP.acknowledgement is required is set, the previous-hop must receive an RREP ACK 

message.  

4. The message is not considered for forwarding if hop-count equals maximum hop count or 

hop-limit equals 0. 
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5. Otherwise, the RREP message is considered for forwarding if RREP.destination is not 

mentioned in any local interface tuple and does not relate to the destination address of any 

Destination Address Tuple of this LOADng Router.  

5.2.3. RREP Forwarding 

When processing the message, the variables used-metric sort, hop-count, hop-limit, and route-

metric were modified, and they were used to update the content of the message to be forwarded. 

The following is an RREP message that should be revised before being forwarded. 

1. RREP.metric-type := used-metric-type  

2. RREP.route-metric := route-metric  

3. RREP.hop-count := hop-count  

4. RREP.hop-limit := hop-limit  

5. The RREP is transmitted,  

After then, the RREP message is unicast to next hop, RREP.destination. 

5.2.4. RREP Transmission 

An RREP is sent to the LOADng Router, which has the address specified in the RREP.destination 

field in either its Local Interface Set or its Destination Address Set. The RREP is forwarded to that 

LOADng Router in unicast mode. However, the RREP must be sent in order for it to be processed 

in each intermediate LOADng Router to set up appropriate forward route and Allow for an update 

to RREP.hop-count to reflect the route. 

5.3. Route Errors (RERRs) 

If a LOADng Router fails to deliver a data packet to a next hop or a destination, and the data 

packet's source or destination addresses do not match the LOADng Router's destination address 

set, a Route Error must be generated (RERR). If the data packet was originated by a host behind 

that LOADng Router, this RERR must be transmitted down the Reverse Route to the source of the 

data packet for which delivery was failed to the last LOADng Router along the Reverse Route. 

Identifying Invalid RERR Messages 

If any of the following conditions are true, a received RERR is invalid and must be deleted without 

further processing: 
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 The length of this message's address differs from the length of this LOADng Router's 

addresses. 

 The RERR.originator address contains the address of this LOADng Router. 

A LOADng Router may recognize additional reasons for determining that an RERR message is 

invalid for processing that are not covered by this specification, such as allowing a security 

protocol to do signature verification and preventing the protocol from processing unverifiable 

RERR messages. 

5.3.1. RERR Generation 

The LOADng Router generates a packet with an RERR message when it detects a link breakdown 

with the following content: 

 RERR.error-code := the error code associated with the occurrence that resulted in the 

RERR being generated,  

 RERR.addr-length := the length of the address 

 RERR.unreachableAddress := the destination address of a data packet that was not 

delivered correctly. 

 RERR.originator := one address of the LOADng Interface of the LOADng Router that 

generates the RERR. 

 RERR.destination := the source address from the unsuccessfully delivered data packet, 

towards which the RERR is to be sent. 

 RERR.hop-limit := maximum hop limit; 

5.3.2. RERR Processing 

The following notation is used during the RERR processing: 

The address of the LOADng Router from which the RERR was received is known as previous-

hop. Hop-limit is a variable that represents the hop-limit as specified in the RERR message that 

was received. A LOADng Router must take the following actions after receiving an RERR: 

1. The RERR must be discarded without further processing if it is invalid for processing. The 

message is not eligible to be forwarded. 

2. Included TLVs are processed/updated according to their specification. 

3. Set the variable hop-limit to RERR.hop-limit - 1. 
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4. Find the Routing Tuple in the Routing Set where: 

R_dest_addr = RERR.unreachableAddress 

R_next_addr = previous-hop 

5. If no matching Routing Tuple is found, the RERR is not processed further, but is considered 

for forwarding. 

6. Otherwise, if one matching Routing Tuple is found: 

 If RERR.errorcode is 0 ("No available route"), this matching Routing Tuple is 

updated as follows: 

+ R_valid_time:= EXPIRED 

Extensions to this specification may define additional error codes in the Error Code 

IANA registry, and may insert processing rules here for RERRs with that error 

code. 

 If hop-limit is greater than 0, the RERR message is considered for forwarding 

5.3.3. RERR Forwarding 

An RERR is, ultimately destined either for the LOADng Router, which has, in its Destination 

Address Set or in its Local Interface Set, the address from RERR originator. 

An RERR, considered for forwarding is therefore processed as follows: 

1. RERR.hop-limit := hop-limit  

2. Find the Destination Address Tuple (henceforth, matching Destination Address Tuple) in 

the Destination Address Set where: 

* D_address = RERR.destination 

3. If one or more matching Destination Address Tuples are found, the RERR message is 

discarded and not retransmitted, as it has reached the final destination. 

4. Otherwise, find the Local Interface Tuple (henceforth, matching Local Interface Tuple) in 

the Local Interface Set where: 

* I_local_iface_addr_list contains RERR.destination. 

5. If a matching Local Interface Tuple is found, the RERR message is discarded and not 

retransmitted, as it has reached the final destination. 

6. Otherwise, if no matching Destination Address Tuples or Local Interface Tuples are found, 

the RERR message is transmitted 
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5.3.4. RERR Transmission 

An RERR is eventually sent to the LOADng Router with the address listed in the 

RERR.destination field in either its Local Interface Set or its Destination Address Set. The RERR 

is forwarded to that LOADng Router in unicast. The RERR, on the other hand, must be sent in 

order for it to be processed by each intermediary LOADng Router, allowing them to update their 

Routing Sets and remove tuples for this destination. 

RERR Transmission is accomplished by the following procedure: 

1. Find the Routing Tuple in the Routing Set, where: 

R_dest_addr = RERR.destination 

2. Find the Local Interface Tuple, where: 

I_local_iface_addr_list contains R_local_iface_addr from the Matching Routing Tuple 

3. The RERR is transmitted over the LOADng Interface, identified by the Matching Interface 

Tuple to the neighbor LOADng Router, identified by R_next_addr from the Matching 

Routing Tuple. 

5.4. Route Reply Acknowledgments (RREP_ACKs) 

The RREP.ackrequired flag in a sent RREP must be set by a LOADng Router to indicate that it is 

anticipating an RREP ACK. When doing so, the LOADng Router must also add a tuple to the 

Pending Acknowledgment Set (P_next hop, P_originator, P_seq num, P_ack timeout) and set P 

ack timeout to current time + RREP_ACK_TIMEOUT. 

Identifying Invalid RREP_ACK Messages 

If any of the following conditions are true, a received RREP ACK is invalid and must be deleted 

without further processing: The length of the address(es) of this LOADng Router differs from the 

length of the address(es) given by this message (i.e., RREP ACK.addrlength + 1). 

A LOADng Router may recognize additional reasons for identifying that an RREP ACK message 

is invalid for processing that are not covered by this specification, such as allowing a security 

protocol to perform signature verification and preventing the protocol from processing unverifiable 

RREP ACK messages. 
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5.4.1. RREP_ACK Generation 

When a LOADng Router receives an RREP message with the RREP.ackrequired flag set, it must 

produce at least one RREP ACK and deliver it in unicast to the neighbor who sent the RREP. An 

RREP ACK message is generated by a LOADng Router with the following content: 

 RREP_ACK.addr-length: = the length of the address. 

 RREP_ACK.seq-num := the value of the RREP.seq-num field of the received 

RREP; 

 RREP_ACK.destination:= RREP.originator of the received RREP. 

5.4.2. RREP_ACK Processing 

A LOADng Router must do the following when it receives an RREP ACK from a LOADng 

neighbor LOADng Router: 

1. The RREP ACK must be destroyed without further processing if it is invalid for processing. 

2. Find the Routing Tuple (henceforth, Matching Routing Tuple) where: 

* R_dest_addr = previous-hop; 

The Matching Routing Tuple is updated as follows: 

* R_bidirectional:= TRUE 

3. If a Pending Acknowledgement Tuple (henceforth, Matching Pending Acknowledgement 

Tuple) exists, where: 

* P_next_hop is the address of the LOADng Router from which the RREP_ACK was 

received. 

* P_originator = RREP_ACK.destination 

* P_seq_num = RREP_ACK.seq-num 

Then the RREP has been acknowledged. The Matching Pending Acknowledgement Tuple is 

updated as follows: 

* P_ack_received := TRUE 

* P_ack_timeout := EXPIRED 

5.4.3. RREP_ACK Forwarding 

An RREP_ACK is intended only for a specific direct neighbor, and must not be forwarded. 
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5.4.4. RREP_ACK Transmission 

An RREP_ACK is transmitted in unicast to the neighbor LOADng Router from which the RREP 

was received. 

Common rules for RREQ and RREP messages 

The structure of RREQ and RREP messages is identical, and the processing steps are similar. The 

algorithms explain how to send this type of message in a standard way. The LOADng code can be 

significantly simplified by sharing some of the processing algorithms.  

Identifying valid RREQ and RREP Messages 

When a LOADng router receives an RREQ or RREP packet, it must first determine if the message 

is legitimate for processing. In certain cases, a received RREQ is invalid for processing and must 

be discarded. Additional reasons can be recognized by a LOADng router to determine that an 

RREQ is invalid for processing. 

Identifying valid RREQ and RREP Messages 

procedure isValidMessage(loadng_packet) 

if <originator> contains an address of this router then 
return false 
end if 
repeat     // 
until R_dest_addr = <originator> and R_seq_num > <seq-num> 
if matching Routing Tuple found then 
return false 
end if 
if <metrics> ≠ interface metrics then 
return false 
end if 
if some TLVs required by the metric are absent then 
return false 
end if 
if <type> = RREQ_TYPE and previous-hop is blacklisted then 
return false 
end if 
return true 
end procedure 
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RREQ and RREP Processing algorithm 

Require: isValidMessage(loadng_packet)= true 

procedure CommonProcess_RREQ_or_RREP(loadng_packet) 

Process_TLV(<tlv_block>) 
if packet received over weak link then 
<weak_links> <weak_links> + 1 
end if 
repeat 
until R_dest_addr = <originator> 
if no matching Routing Tuple found then 
R_dest_addr <originator> 
R_next_addr previous-hop 
R_dist MAX_DIST 
R_seq_num -1 
R_valid_time current time + R_HOLD_TIME 
end if 
if 
{ (<route-cost>, <weak-links>, (<tlv>)*) < R_dist and R_seq_num = <seq-num> } 
or R_seq_num > <seq-num> then 
R_next_addr previous-hop 
R_dist (<route-cost>, <weak-links>, (<tlv>)*) 
R_seq_num <seq-num> 
R_valid_time current time + R_HOLD_TIME 
repeat 
until R_dest_addr = previous-hop 
if no matching Routing Tuple found then 
R_dest_addr previous-hop 
R_next_addr previous-hop 
R_dist MAX_DIST 
R_seq_num -1 
R_valid_time current time + R_HOLD_TIME 
end if 
return true 
else 
return false 
end if 
end procedure 

LOADng Packet Processing 

When receiving a LOADng packet, it is processed according to the packet type. 
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RREQ Message Processing algorithm 

procedure Process_RREQ(loadng_packet) 

if isValidMessage(loadng_packet)= false  

then 
return false 
else if CommonProcess_RREQ_or_RREP(loadng_packet)= false 
then 
return false 
end if 
if <destination> ≠ an address of this router then 
return true 
else 
Generate_RREP(loadng_packet) 
return false 
end if 
end procedure 

A RREP is created when the RREQ arrives at its destination. The function Generate RREP 

considers as an RREP is generated in response to the LOADng packet and then unicast to the next 

hop along the reverse route towards the originator of the RREQ. 

RREP Message Processing algorithm 

procedure Process_RREP(loadng_packet) 

if isValidMessage(RREP)= false then 

return false 
else if CommonProcess_RREQ_or_RREP(loadng_packet)= false 

then 

return false 

end if 
if ACK-REQUIRED flag = 1 then 

Send_RREP_ACK(loadng_packet) 

end if 

if <destination> ≠ an address of this router then 

return true 

end if 

end procedure 

The function Send_RREP_ACK sends by unicast a RREP_ACK to the previous hop neighbor 

from which received the RREP. 
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RERR Message Processing algorithm 

procedure Process_RERR(loadng_packet) 

Process_TLV(loadng_packet) 

repeat 
Read Routing Tuple in the Routing Set 

until 
R_dest_addr = <destination> and R_next_addr = previous-hop 

if no matching Routing Tuple found then 

return false 

else if matching Routing Tuple found then 

R_valid_time expired 

return true 

end if 

end procedure 

RREP–ACK Message processing 

On receiving a RREP–ACK from a LOADng neighbor router, a LOADng router should run the 

algorithms and in which it updates its routing set if necessary. 

The function CheckPending checks whether a corresponding RREP is pending, i.e. if the Pending 

Acknowledgment Set contains a tuple (P_next_hop, P_originator, P_seq_num, P_ack_timeout) 

such as: 

 P_next_hop is the address of the LOADng neighbor router from which the RREP–ACK 

was received; 

 P_originator corresponds to the <originator> field of the RREP–ACK; 

 P_seq_num corresponds to the <seq-num> field of the RREP–ACK. 

RREP–ACK Processing algorithm 

procedure Process_RREP–ACK(loadng_packet) 

Process_TLV(loadng_packet) 

CheckPending(neighbor,originator,seq-num) 

if matching Tuple is found then 

end if 

end procedure 

LOADng Packet Forwarding 
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After message processing, and if it still continues being processed (i.e., if the correspondent 

processing function returns true value), the message is considered to be forwarded. 

RREQ Forwarding 

A Route Request (RREQ), considered for forwarding, must be updated as follows and prior to it 

being transmitted. The function UpdateRouteCost updates <route-cost> field according to the cost 

associated with the interface over which the RREQ is transmitted, and according to the 

specification of the <metrics> included in the RREQ 

The function Forward_RREQ forwards the RREQ message. RREQ forwarding may be undertaken 

using classic flooding, may employ a reduced relay set mechanism such as Simplified Multicast 

Forwarding or any other information diffusion mechanism such as the Trickle Algorithm. 

RREQ Forwarding algorithm 

Require: Process RREQ(loadng_packet)= true 

procedure Consider_Forwarding_RREQ(loadng_packet) 

UpdateRouteCost(interface, <metrics>) 

Forward_RREQ(loadng_packet) 

end procedure 

RREP Forwarding 

A Route Reply (RREP) message, considered for forwarding, must be updated as follows, prior to 

it being transmitted: 

RREP Forwarding algorithm 

Require: Process_RREP(loadng_packet)= true 

procedure Consider_Forwarding_RREP(loadng_packet) 

Update_RouteCost(interface, metrics) 

if interface uses RREP–ACKs then 

ACK_REQUIRED flag ←1 
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end if 

Forward_RREP(loadng_packet) 

end procedure 

Note that if this interface of the LOADng router uses RREP–ACKs to check the bi-directionality 

of the links, the ACK_REQUIRED flag must be set to 1. The Forward RREP function unicasts the 

RREP message to the next hop towards the RREP's specified destination. 

RERR Forwarding 

The LOADng router, which contains the address from the source field in its Destination Address 

Set, is the final destination for an RERR. As a result, an RERR that is being considered for 

forwarding is processed as follows. The Forward RERR function unicasts the RERR message to 

the next hop, which is the source specified in the RERR. 

RERR Forwarding algorithm 

Require: Process_RERR (loadng_packet) = true 

procedure Consider_Forwarding_RERR(loadng_packet) 

repeat 
Read Routing Tuple in the Routing Set 
until D_address = <source> 
if no matching Routing Tuple found then 
discard the RERR 
else 
Forward_RERR(loadng_packet) 
end if 
end procedure 
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Chapter Six 

Simulation and Result Analysis 

Simulation is a significant technology in today's world. Computer simulations can be used to model 

hypothetical and real-life objects so that they can be examined. On the computer, the network is 

likewise emulated. A network simulator is a program that simulates a network on a computer. The 

network's behavior is determined in one of two ways: by interconnecting network components 

using mathematical formulas, or by capturing and replaying observations from a production 

network. 

Researchers can use the network simulator to test scenarios that are difficult or expensive to mimic 

in the real world. It's especially handy for testing new networking protocols or making changes to 

current ones in a controlled and repeatable manner. Diverse types of nodes, such as hosts, hubs, 

bridges, routers, and mobile units, can be used to create various network topologies. 

There are various types of network simulators that can be compared. Based on ranging from the 

very simple to the very complex, specifying the nodes and the links between those nodes as well 

as the traffic between the nodes, specifying everything about the protocols used to handle traffic 

in a network, and specifying everything about the protocols used to handle traffic in a network. 

Users can easily visualize the workings of their simulated environment with graphical applications, 

while text-based applications allow for more advanced customization. Programming-oriented tools 

provide a programming framework that can be customized to create an application that simulates 

the networking environment to be assessed. 

There are different network simulators with different features. Some of the network simulator are 

OPNET, NS2, NS3, NetSim, OMNeT++, REAL, J-Sim and QualNet. Of this, the NS3 simulators 

can be used. 

6.1 Model for WSN Simulations 

Their relevant models have been introduced in tandem with the development of WSN simulation 

tools. New components, including as detailed power and energy consumption models and 

environment models, are included in the models that are not included in traditional network 

simulators.  
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6.1.1 Network Model 

The network model is a database model designed to represent objects and their relationships in a 

flexible fashion. The schema is its unique feature. Basically the WSN model contains Nodes, 

Environments, Radio channel, Sink nodes and Agents. The models of WSN is shown in the figure 

below.  

Nodes: Each node is a physical device that continuously monitors a set of physical parameters. A 

common radio channel is used to communicate between nodes. A protocol stack manages 

communications on the inside. Sensor modes, unlike traditional network models, feature a second 

set of components: the physical node tier, which is connected to the outside world. Nodes are 

frequently seen in a two-dimensional or three-dimensional environment. Node coordinates may be 

controlled by a separate topology component. A WSN might have anywhere from a few to 

hundreds of nodes, depending on the application and deployment circumstances.  

Environments: The extra environment component is the fundamental distinction between 

traditional and WSN models. This component simulates the generation and propagation of events 

sensed by the nodes that cause sensor actions, i.e. network communication. The events of interest 

are usually of a physical magnitude, such as sound waves, seismic waves, or temperature changes. 

Radio channel: It describes how radio signals are transmitted between nodes in a network. A terrain 

component is used in more realistic models, and it is coupled to the environment and radio channel 

components. The physical magnitude of the radio channel is influenced by the terrain component, 

which is taken into account while computing the propagation as part of the radio channel. 

Sink nodes: If present, these special nodes receive data from the network and process it. They might 

probe sensors for information on a particular occurrence of interest. The use of sinks is determined 

by the application and the simulator's testing. 

Agents: For the nodes, a generator of interesting occurrences. The agent may generate a physical 

magnitude variation that propagates across the surroundings and triggers the sensor. When the 

behavior of this component can be implemented independently of the environment, such as in a 

mobile vehicle, it is advantageous. Otherwise, events can be triggered by the environment. 
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Figure 15 Wireless Sensor Network Model 

6.1.2 Node Model 

Interactions between components produce cross-layer interdependencies, which affect node 

behavior. The division of a node into abstract tiers is a useful approach to explain it. Protocol tier, 

Physical node tier, and Media tier are the three main levels.  

Protocol tier: All communication protocols are included in the Protocol-tier. This tier usually has 

three layers: a MAC layer, a routing layer, and a specialized application layer. It's worth noting 

that the protocol tier's functioning is frequently influenced by the status of the physical tier; for 

example, a routing layer can consider battery limits when deciding on a packet path. As a result, 

an efficient technique for exchanging tier data must be established. 

Physical node: The hardware platform and its influence on equipment performance are represented 

by the physical-node tier. Depending on the application, the actual makeup of this layer may vary. 

The set of physical sensors, the energy module, and the mobility module are all common elements 

in this tier. The behavior of the monitoring hardware is described by physical sensors. The energy 

module replicates power consumption in component hardware, which is an important factor to 

consider when evaluating WSNs. The sensor position is controlled by the mobility module. 

Media tier: The media-tier connects the node to the outside world. A node communicates with its 

surroundings via a radio channel and one or more physical channels. Environmental events are 

received through physical pathways. 
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Figure 16 Tier based Node model 

6.2 NS3 (Network Simulator-3) 

The NS-3 is a discrete-event simulator. Its creation was motivated by a desire to advance 

communication network research. In June 2008, the open source simulator NS-3 was released.  

NS-3 is not an expansion of the NS-2 simulator; it is a new simulator that does not support any 

NS-2 APIs. Because NS-2 programs are written in OTcl and the results can be seen using NAM 

and XGraph, pure C++ code is not possible. All of the applications in NS-3, on the other hand, are 

written in pure C++, with optional Python bindings. Although NS-3 lacks a Graphical Tool, 

graphical results can still be interpreted using the open source NetAnim software. 

In terms of wired topology, NS-3 gives a device model of a simple Ethernet network that employs 

the CSMA/CD protocol scheme with exponentially growing back off to compete for the shared 

transmission medium. In terms of Wireless Sensor Networks, NS-3 already has modules such as 

802.15.4, 6LoWPAN, and RPL. Through the use of Cygwin, NS-3 may run on a variety of 

operating systems, including Linux and Windows. Basically NS3 simulation contains two 

programming languages such as C++ and Python. 
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C++: NS-3 is a library that may be statically or dynamically linked to a C++ main application to 

implement simulation and core model. These libraries specify the commencement of simulation 

as well as the topology of simulation. 

Python: Python wrap C++ programs. Python programs are used to import an ns3 module. The 

components of ns3 are shown as follows. 

 

Figure 17 How C++ and Python codes are integrated in NS3 

NetAnim 

NetAnim is a Network Animator that comes with ns3 already installed. It's an offline network 

animator that's included in the ns-allinone-3 package now. It can use an XML trace file generated 

as an output during simulation to animate the ns-3 network simulation. As a result, all of the 

essential procedures for creating this XML trace file and configuring its characteristics should be 

completed within the ns-3 simulation code. NetAnim may fail to compile during the ns3 

compilation process. 

Using NetAnim is a two-step process. 

Step 1: Generate the animation XML trace file during simulation using "ns3::AnimationInterface" 

in the ns-3 code base 

Step 2: Load the XML trace file generated in Step 1 with the offline animator (NetAnim). 
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6.3. Result Analysis 

There are several metrics, which can be used while measuring the performances of network. The 

result of this work is analyzed in some metrics or parameters such as packet delivery ratio, average 

end-to-end delay and Normalized routing overhead. These metrics have been described and 

simulated as follows. 

6.3.1. Packet Delivery Ratio (PDR) 

Throughout the simulation, the Packet Delivery Ratio is the ratio of the total number of 

successfully received packets by the destination nodes to the total number of packets sent by the 

source nodes. It also defines the packet loss rate, which has an effect on the network's overall 

throughput capacity [58]. Formula to calculate Packet Delivery Ratio is as follows: 

PDR = (Pr / Ps) * 100 

Where PDR = Packet Delivery Ratio 

            Pr = Total number of packets received 

            Ps = Total number of packets sent 

 

 

 Figure 18 Packet Delivery ratio 
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6.3.2. Average End to End Delay 

Average end-to-end is the average delay in packet transmission between both nodes is known as 

delay. In other word end-to-end delay is the time required, in which the packet to be traversed from 

source to destination in the network and is measured in seconds [59]. A higher end-to-end delay 

value indicates that the network is congested and that the routing protocol is performing poorly. 

Average end-to-end delay is calculated using following formula: 

AD = Σ (Ta – Ts) / n 

Where AD = Average Delay 

            Ta = Arrival time of packet 

            Ts = Start time of packets 

 

Figure 19 Average end-to-end delay 

6.3.3. Normalized Routing Overhead 

The ratio between the number of routing packets sent and the number of packets actually received 

is used to measure normalized routing overhead, which is an accounting of dropped packets. The 

higher the NRO value, the higher the overheads of routing packets and, as a result, the protocol's 
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efficiency. The total number of transmitted routing packets divided by the number of delivered 

data packets at destination is known as NRO. A routing packet's hop-by-hop transmission is 

counted as one transmission. It is the number of all network control packets sent by all nodes in 

order to discover and maintain a path. The formula to calculate Normalized Routing Overhead is: 

NRO = Pro / Pre 

Where NRO = Normalized Routing Overhead 

            Pro = Routing Packets 

            Pre = Received Packets 

 

Figure 20 Route Overhead 
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Chapter Seven 

Conclusions and Recommendations 

7.1 Introduction 

The RPL protocol was developed by the IETF RoLL (Routing over Low Power and Lossy) 

working group in order to address relevant routing difficulties (IPv6 Routing Protocol for LLNs). 

RPL is a proactive routing protocol that uses a directed acyclic network to transmit messages 

between nodes. LLNs, despite their widespread use, face a number of challenges in providing an 

effective and dependable service for these new applications. One of the most essential LLN 

difficulties is to develop a routing protocol capable of meeting the applications' requirements. A 

routing protocol is in charge of creating and maintaining paths that devices must take for data flow 

throughout the network. Furthermore, routing protocols should be built to meet a various needs 

based on network and application specifics. Since the introduction of LOADng as an alternative 

to RPL, a number of research comparing the two techniques have been published. The LOADng 

protocol takes a reactive approach, assuming that LLNs remain idle the majority of the time since 

it can use a proactive approach and would result in extra overhead. The LOADng only establishes 

a route to a specific destination when there is data to transfer. 

7.2 Conclusion 

In this work the improved LOADng protocols has been analyzed in wireless sensor network 

scenarios. This protocol is get popularity in recent years because of its simplicity for low power 

and Lossy networks like wireless sensor networks. To improve the problems in original LOADng 

protocols this work used the agglomerative hierarchical clustering approach for routing. The work 

used Euclidean distance to calculate the distance between two nodes and after calculating the 

Euclidean distance, distance matrix is used to put/store distances in between every nodes. The 

newly proposed work are more efficient on packet delivery ratio, average end to end delay and 

routing overhead. The following contributions are added on this work. 

 Introducing the use of Agglomerative hierarchical algorithm in LOADng protocol   

 Reduce the energy wastage of nodes in the network for route discovery 

 Minimizes the memory usages and improving the network life time ignoring broadcasting  

 Fast delivery of packets 
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7.3 Future Work 

In this work, the LOADng has been improved using agglomerative hierarchical clustering 

algorithms for routing, Euclidian distance to calculate the distance between nodes and using 

distance matrix as routing table. Whenever our work is efficient compared in different metrics with 

original LOADng, we still recommend other researchers who want to do their research in another 

clustering algorithms or another algorithms such as Machine Learning or deep learning how to 

determine the node status whether died, normal or malicious in different threshold.        
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Appendices 
Some of implementation details are the following 

 

 

The helper codes used 

LOADnghelper.cc 

 

 

Wireless sensor network helper code 



81 | P a g e  
 

Wsnhelper.cc 
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Model codes used 

LOADng-packets.cc 
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LOADng-packet-queue 
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LOADng-routing-protocol 
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LOADng-routing-table 
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wsn-application 
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Python codes that merges the above codes 

wscript  

 

Scratch Folder 

The main programs run on scratch folder 

ImprovedLOAdng.cc 
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