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Abstract

Background: Deep Venous Thrombosis is a condition in which one or multiple blood

clots form in the deep veins of the legs. People at high risk of deep venous throm-

bosis could take treatment of Anticoagulation to reduce their chance of developing

serious conditions of stroke and heart attacks. The aim of this study is to address

joint evolution and association of international normalized ratio and activated partial

thromboplastin time over time and their associated risk factors.

Methods: The study was conducted at Jimma University Medical Center. The latest

data were collected from Jimma University Medical Center from first, September 2018

to first, January 2021. A linear mixed-effects model was fitted for the international

normalized ratio and activated partial thromboplastin time outcomes. Then, a joint

mixed-effects model was fitted for the two endpoints.

Results: At baseline, the mean and standard deviation of both international normal-

ized ratio and activated partial thromboplastin time were 1.378 and 0.6535 and 33.701

and 10.5738 respectively. In a separate analysis, the covariate smoking, alcohol user,

prolonged immobilization, family history of DVT, and age are significant factors that

affect measure of deep venous thrombosis. In joint analysis case, smoking, alcohol

user, family history of DVT, and age are important significant factors of deep venous

thrombosis patients.

Conclusion: The joint model fits the data well as compared to the separate model due

to its smaller standard error. The results of the joint model suggested a very strong

association between the evolutions of international normalized ratio and activated par-

tial thromboplastin time. The evolution of association slowly increasing over time.

Recommendation: Based on the results of this thesis joint model is recommended

for researchers to any types of multivariate response variables for evaluating correlation

and rate of changes over time.

Key Words: Deep Venous Thrombosis, International Normalized Ratio, Activated

Partial Thromboplastin Time, Linear Mixed Model, Joint Linear Mixed Model.
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1 Introduction

1.1 Background of the Study

Deep Venous Thrombosis is a condition in which one or multiple blood clots (thrombi)

form in the deep veins of the legs. The deep veins are located within the muscles of

the legs and are generally not visible on the surface as are superficial varicose veins.

Because veins do not have a thick muscular wall, they are not able to help pump blood

to different parts of the body as the arteries do. Instead, blood moves through the

veins by either gravity or by the contraction of surrounding muscles, which squeezes

blood in the veins back to the heart using a system of one-way valves in the veins. Also,

it is the formation of a blood clot in a deep vein, that is most common in the legs or

pelvis [1]. The known symptoms are pain, swelling, redness, and enlarged veins in the

affected area, but some DVTs have no symptoms [2]. This illness is often ”silent” and

can mimic other common conditions such as heart attack, pneumonia, and anxiety [3].

People at high risk of deep venous thrombosis (blood clot) could take treatment of

Anticoagulation to reduce their chance of developing serious conditions of stroke and

heart attacks. Anticoagulation measured by international normalized ratio and Acti-

vated partial thromboplastin time because over-anticoagulation may result in bleeding

and coagulation result in thrombotic complications, including stroke [4].

Globally, Deep Venous Thrombosis is a major health problem with high morbidity

and mortality worldwide [5]. DVT represents a significant healthcare burden world-

wide. The prevalence of DVT is reported to be approximately 100 per 100,000 people

per year [6]. It is the third most common cardiovascular disease after acute coronary

syndromes and strokes. DVT is predominantly a disease of the elderly with an inci-

dence that rises with age [7] and It is a growing public health problem due to increasing

in the ageing population [8] .
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As the average life expectancy continues to increase, DVT will become a major health

problem worldwide. Furthermore, elderly patients develop common internal illnesses,

such as congestive heart failure, chronic obstructive pulmonary disease (COPD), acute

infection, and atherosclerotic vascular disease [9]. It affects approximately about 0.1%

of persons per year worldwide. Deep venous thrombosis(DVT), with an average annual

incidence of 48 per 100,000 persons, which accounts for more than half in the United

States and 52 per 100,000 persons in Australia [10]. In India, an overall incidence of

confirmed DVT has been shown to be 17.46 per 100,000 patients with 64% occurring

in non-surgical non-trauma patient [11]. An estimated 45 000 patients each year in

Canada have DVT. Heparin is given until warfarin attains a therapeutic effect, as de-

fined by a target international normalized ratio of 2.0 to 3.0 for 2 consecutive days [12].

The natural course of DVT therapy is associated with significant morbidity and mor-

tality rates [13]. Standard therapy for acute DVT consists of heparin followed by oral

warfarin. To monitor therapy with coumadin anticoagulants, prothrombin time (PT)

was the standard until as recently as the past decade. Because the therapeutic range of

PT depends on many factors, comparing patient results and assessing the significance

of those results can be difficult. Therefore, the World Health Organization (WHO) de-

veloped an international standardization system known as the international normalized

ratio (INR) [14] to detect blood clots. The international normalized ratio or INR calcu-

lation is based on the results of a PT that is used to monitor individuals who are being

treated with the blood-thinning medication (anticoagulant) warfarin (Coumadin) [15].

Heparin is recommended as the initial treatment for acute deep vein thrombosis (DVT) [15]

because such therapy improves survival after DVT, [16] and reduces asymptomatic

DVT extension and possibly 3-month VTE recurrence. Activated partial thrombo-

plastin time (APTT) monitoring and heparin dose adjustment to rapidly achieve and

maintain an APTT therapeutic range corresponding to a plasma heparin level of 0.3-

0.7 anti-Xa U/mL is also recommended and the heparin dose was monitored with a

target range of activated partial thromboplastin time of 30-40 seconds [15, 17].
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According to the national center for health statistics[NCHS,2016] reports that DVT is

the most prevalent medical health problem with an annual incidence of 80 cases per

100,000. Each year in the united states, more than 200,000 people develop venous

thrombosis; of those, 50,000 cases are complicated by PE. Lower-extremity DVT is the

most common venous thrombosis, with a prevalence of 1 case per 1000 population. In

addition, it is the underlying source of 90% of acute PEs, which cause 25,000 deaths

per year in the United States.

In African, a study conducted in Nelson Mandela Hospital, Mthatha, shows that the

prevalence of deep venous thrombosis was 12.5% among HIV-positive patients admit-

ted to the medical wards [18]. Overall 200,000 patients of South African suffer from

deep venous thrombosis each year due to most DVT is occult, the true incidence is

unknown [19]. The variation of deep venous thrombosis surgery in Africa varied be-

tween 2.4% and 9.6%. In sub-Saharan Africa, as the study conducted in Nigeria [20]

and Uganda [21] showed that the prevalence of DVT was, respectively, 2.4% and 5%.

North African report showed that the prevalence of DVT in pregnant and postpartum

women varied between 448 per 100 000 births per year [5] and 380 per 100 000 births

per year in [22]. Patients in sub-Saharan Africa generally have poor anticoagulation

control. As different conducted studies showed that there was a problem with access to

medicines, international normalized ratio, and activated partial thromboplastin time

monitoring, the lack of locally validated standardized dosing protocols, and low levels

of anticoagulation knowledge among healthcare workers and patients. Anticoagulation

patients in Sub-saharan African(SSA) are younger than those in high-income settings.

For example, in Uganda and South Africa, the median age of patients attending five

anticoagulation services was 56 years [23] and in Kenyan service, the mean age was 43

years [24].

In Ethiopia, different conducted studies showed that DVT was a common disease as-

sociated with sever complications and mortality. A recent report from Addis Ababa

also showed that DVT was associated with malignancy, prolonged immobilization,

pregnancy-related problems, and major trauma [25]. A prospective cohort study from

3



Ethiopia conducted in Jimma University [26] showed that the incidence density of deep

venous thrombosis was approximately 2.99 per 1000 per day. Deep venous thrombosis

management in Ethiopia depends on the national Standard Treatment Guidelines for

General Hospital [27] and international clinical practice guidelines such as American

college chest physicians DVT treatment guidelines [28].

The treatment of DVT aims to reduce morbidity and mortality. This is achieved by

optimal therapy with anticoagulants to prevent thrombus extension and embolization.

The major outcomes of venous thrombosis are death, recurrence, post-thrombotic syn-

drome, and major bleeding due to anticoagulation therapy [29].

longitudinal study is the study that individuals are measured repeatedly through time

and investigators gather longitudinal data in order to study change in a response vari-

able over time as well as to relate these changes in explanatory variables over time.

Longitudinal studies consider both the between-subject and within-subject time-related

variations, and provide more efficient estimators than cross-sectional designs with the

same number and patterns of observations [30]. The measurements that measured on

the same individual close in time tend to be more correlated than measures far apart

in time. Therefore it is important to try and model the correct correlation structure

and this will yield more precise estimators of interest [30]. The linear mixed model

has become the most commonly used tool for analyzing continuous repeated measures

data from a sample of individuals in agriculture, biomedical, economical, and social

applications [31].

This study would be used to build a mixed model methodology allows the longitu-

dinal examination of International normalized ratio and activated partial thrombo-

plastin time over time. The mixed models provide a flexible and powerful tool for the

analysis of data with complex covariance structure. A mixed model has two types of

components, the systematic or fixed, or the mean model component and the random

component [31].
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The fixed component is a sub-model representing the contribution by fixed effects

and the random component represents the contribution by random effects. A fixed

effect is an effect where all levels of the variable are contained in the data and the

effect is universal to the entire target population [32]. These unobserved effects are

then included in the model as random variables, or equivalently called, random effects.

Longitudinal studies are also comprise of a repeatedly response which consists of two

or more elements are measured simultaneously on the same individual over time. For

example, International Normalized Ratio and Activated Partial Thromboplastin Time

measures are collected simultaneously from a patient every time they visit the doctor’s

office. Together these measurements give the physician an indication of the health and

functioning of an individual’s circulatory system at a given time point, and longitudinal

measures of INR and APTT can notice the physician to changes in the health of an

individual [30].

Joint Longitudinal Study is the study at which the repeated observation of more than

two outcomes is common in biomedical and public health research are measured simul-

taneous over time. Such experiments result in multivariate longitudinal data, which

are unique in the sense that they allow the researcher to study the joint evolution of

these outcomes over time. In many area of study, more than one response variable is

followed longitudinally, and analyzing all jointly may be beneficial [30] . Measures of

INR and APTT are highly related and changes in either often affect changes in the

other. The separate analyses would not able to examine the correlation or association

between the two outcomes. Therefore, it is more desirable to jointly modeling of the

two outcome variables together [33]. There are two types of correlations in joint lon-

gitudinal models. Those are Serial correlation and cross correlation.

Serial correlation is a correlation which found between the observations at different

time points within a subject and others. Also cross correlation is between observations

on different response variables at each time point. If different types of outcomes are

measured at each time point, the correlation structure is more complicated and hence,

more difficult for drawing inference [34]. One of the most important of modeling joint
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longitudinal observations with differing outcome is used to answers the question of

how the evolution of one response is related to the evolution of another response [35].

A flexible solution is to model the association between the different responses using

random effects.

The organization of this thesis was built from five chapters. Chapter one is background

of the study which describes the deep venous thrombosis, linear mixed model , joint

linear mixed model, statements of the problem , objectives of the study and significance

of the study, which is used as our tool to validate the thesis statement. Chapter two

is a literature review about previous related studies on deep venous thrombosis, linear

mixed model and joint linear mixed model. Chapter three provides a brief description

on the study area, design, source of data, study population and statical methods of

data analysis, which are used as our main material to analysis of the data. Chap-

ter four contains result of the data analysis using descriptive statistics, linear mixed

model and joint linear mixed model. Chapter five contains discussion, conclusion and

recommendation based on the results.

1.2 Statement of the Problem

DVT is the third most common cardiovascular disease after acute coronary syndromes

and stroke, affecting 2 million individuals in the United States each year. DVT is

mentioned as a major health problem and one of the most common preventable causes

of hospital deaths in the western world where the incidence is one case of DVT per

1000 population per year [36].

In Ethiopia, there were no sufficient published literature that documented on joint

modeling of longitudinal INR and APTT test of deep venous thrombosis except the

studies about determinates of deep venous thrombosis, treatment outcome of deep ve-

nous thrombosis based on cross-sectional retrospective and prospective cohort study

by using multiple linear regression, Cox proportional hazards and logistic regression

model to identify the factors that are associated with deep venous thrombosis over

time without considering the responses INR and APTT jointly, correlations within the

two outcomes, and subject-specific random effects. So, the purpose of this thesis is to
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fill this gap.

In longitudinal data, with two outcomes, there is also a correlation between them and

the correlation due to repeated measures over time. But their separate modeling of

the international normalized ratio and activated partial thromboplastin time outcomes

may not be appropriate, as the two are biologically correlated and mutually influential.

Joint modeling of the two responses, on the other hand, incorporates all information

simultaneously and provides valid and efficient inferences [35]. An interest is lies in

how the evolution of INR is related to the evolution of APTT, as well as how the

association changes over time. Therefore, cross-sectional study and separate modeling

would not be able to examine the association or evolution of the two outcomes evolves

over time, but joint modeling can do.

Finally, this study was going to answer the following basic questions.

1). Which factors affect the separate as well as joint evolution of INR and APTT

measurements on deep venous thrombosis patients?

2). How the evolution of the international normalized ratio is related to the evolution

of activated partial thromboplastin time?

3). How the association between international normalized ratio and activated partial

thromboplastin time change, or evolves over time?

4). Do separate modeling would be able to examine the association or evolution of the

two outcomes evolves over time?

1.3 Objectives of the Study

1.3.1 General Objectives

The aim of this study is to investigate the joint evolution and association of inter-

national normalized ratio and activated partial thromboplastin time measurements of

deep venous thrombosis patients and identify their associated risk factors.
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1.3.2 Specific Objectives

The specific objectives of this study are:

• To estimate a separate and joint mixed effect model for the INR and APTT and

identify the associated risk factors .

• To evolute the association between the evaluation of international normalized ratio

and activated partial thromboplastin time .

• To explore the evolution of international normalized ratio and activated partial

thromboplastin time test of DVT patients how they change over time.

• To identify the best model comparing the results obtained in the separate and joint

models.

1.4 Significance of the Study

At the end of this study the result helps:

• To identify the factors that influencing the separate as well as joint evolution of INR

and APTT test in DVT. This will in turn help the respective policymakers of the health

sector in the effort to design an appropriate intervention strategy.

• It is used to compare the different groups of patients within responding to the drug

simultaneously; so that it serves as a base for further study for the question of what

brings this variation and others.

• It can be used as a reference for those who want to apply separate and joint modeling

techniques in two longitudinal continuous sequences.

• To understand the importance of attending clinic/ hospital in the early stage of DVT

consistently and sustain follow up of taking repeated treatment with preferable drugs.
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2 LITERATURE REVIEW

Deep vein thrombosis (DVT), which is the clotting of blood components in the veins

located deep within the leg, is the third most common cardiovascular disease after

a heart attack and stroke [37]. Deep vein thrombosis commonly affects the leg veins

(such as the femoral vein or the popliteal vein) or the pelvis’ deep veins, which made

their common sources of serious complications. It is predominantly a disease of middle

age and the elderly [38]. It is very rare before the age of 18 years [39]. Incidence rates

are higher in women, especially during childbearing years. Clinical assessment of pa-

tients with suspected DVT is difficult and often inaccurate. Therefore, clearly, imaging

evaluation of patients with suspected DVT provides important information that can

help clinicians set up the correct diagnosis. Heparin and Warfarin are the treatment

that is given to a person with a high risk of deep venous thrombosis. Both are a type

of anticoagulation which measured with activated partial thromboplastin time(APTT)

and international normalized ratio (INR) to check the treatment effects.

The major risk factors affecting deep venous thrombosis

An understanding of the risk factors for venous thrombosis is necessary in order to

maximize the prevention of this disease in high risk individuals and groups of patients.

Age: Age was significantly associated with deep venous thrombosis. According to

a study done in Sudan University of Science and Technology by Nadir Ahmed et al.

[40], who reported that age showed a significant difference between the mean age of

DVT patients and healthy controls. In addition, a cross sectional and case control

study carried out in Senegal involving 105 cases and 200 controls. The mean age for

cases was 42 years, ranging from 17 to 78 year. The mean age of the control pop-

ulation was 38 years, ranging from 18 to 65 years. DTV is especially prevalent in

those aged >60 years, patients with active cancer and surgical populations this finding

conducted by Fall et al. [41, 42, 43]. Furthermore, the study conducted in Leiden

University by Marissa et al. [44], who stated that the incidence of venous thrombosis

is more than 10-fold higher in age 80 to 89 years old than in middle-aged individuals
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40-50 years. The other study done in Jimma University by Mulatu et al. [26], who

used a prospective cohort study and stated that, patients whose age greater than 35

were significantly associated with deep venous thrombosis. Similary study was done

in Ethiopia, at Tikur Anbessa Specialized Hospital by Haile et al. [25], conducting a

prospective cross-sectional study and show that age was significantly associated with

recurrence of deep venous thrombosis

Gender: According to study done in Minnesota by Heit et al. [45], who found that

being male were significant risk predictor for increasing deep venous thrombosis. An-

other, prospective study conducted by Nagler et al. [46] and by Moreno et al. [47] both

of them stated that patients with male sex were significantly increased the recurrence

of deep venous thrombosis. Similarly, a Cox regression analysis study conducted in

Jimma University by Mulatu et al. [26] , the finding showed that being female was

statistically associated with DVT recurrence with (CHR,1.799; 95% CI: 0.828-3.905; P

.038).

Alcohol user: Drinking alcohol was one of the most important risk factor in develop-

ment of deep venous thrombosis. A cross-sectional study conducted in United States

showed that high maximum alcohol use is the behavior most linked to increasing the

risk of DVT recurrence which reported by Golomb et al. [48] This may be related

to oxidative stress and mitochondrial toxicity from alcohol, which will cause tissue in-

jury and cell death. This lead to triggers coagulation activation, via exposure at the

cell surface of phosphatidylserine by Hansen et al. [49] Similarly, a study conducted

in Ethiopia by Mulatu et al. [51], who found that patients who use the unspecified

amount of regular alcohol consumption was linked with increases in the development

of DVT recurrence.

Smoking cigarette: A meta analysis study conducted by Cheng et al. [50], have

shown that cigarette smoking is associated with an increased risk for DVT. Similarly,

a study conducted in Jimma University by Mulatu et al. [51], who found that Current

Smoker patients was linked with increases in the development of DVT recurrence.
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Family History of DVT: According to study done in University of Kartuoum by

Gader et al. [5], the results show that family history of deep venous thrombosis was

the higher risk factor of deep venous thrombosis. Another study conducted by Ms

Bezemer et al. [52], show that the positive family history of DVT increased the risk

of deep venous thrombosis more than 2-fold (odds ratio [95% confidence interval],( 2.2

[1.9-2.6]) and up to 4-fold (3.9 [2.7-5.7]).

Immobilization: Prolonged immobilization is a significant predictors of deep venous

thrombosis as study conducted in Dakar(Senegal) by Awa et al. [53]. Similarly,the

study conducted by Engbers et al. [54], show that the highest risk of thrombosis was

found for immobilisation during hospitalisation (OR 48.7; CI95 6.6-361.0), and the risk

of thrombosis out-of hospital was 15-fold increased within the two weeks after hospi-

tal discharge, and the risk remained increased for 3 months after hospital discharge.

Another study was conducted in Addis Ababa by Haile et al. [25], who found that pro-

longed immobilization was considered as risk factor of deep venous thrombosis. This

is particularly why DVT is such a concern for people on bed rest (say, in a hospital

setting), those who have medical conditions that prevent them from walking, and those

who drive long distances or travel on long flights and are stationary for longer than

four hours.

Living condition: According to a study conducted in Port Said University by Shahin

et al. [55], using linear regression model for prevalence of deep vein thrombosis, found

that living condition was significantly associated with deep venous thrombosis. A

prospective cohort study conducted in Jimma found that living condition was signifi-

cantly affect on patients living with deep venous thrombosis and about 86% of pateints

live with immediate family [51].

Place of Residence: According to study conducted in Jimma University by Abera et

al. [51] showed that there is statistically significant difference between rural and urban

area of patients live with deep venous thrombosis and about 57.4% of participants were
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residing in the rural area.

Longitudinal Data Analysis

Longitudinal data are a series of measurements of the same event taken from the same

individual repeatedly over time. The most unique characteristic of longitudinal data

is the ability to directly study change. The primary goal of most longitudinal studies

is to characterize the change in response over time and the factors that influence this

change [34].

Theory of linear mixed model

Many longitudinal studies are designed to investigate change over time in a charac-

teristic which is measured repeatedly for each patient [30]. Analyses of multiple ob-

servations measured on the same individual over time are different from observations

measured on different people. Investigators gather repeated measures or longitudinal

data in order to study change in a response variable over time as well as to relate these

changes in explanatory variables over time [31].

The linear mixed model (LMM) has become the most commonly used tool for ana-

lyzing continuous repeated measures data from a sample of individuals in agriculture,

biomedical, economical, and social applications. Thus the term ‘individual’ will have

different interpretation or meaning for different areas of application. A special case

of a linear mixed model is when there are no fixed effects leading to what is called a

random effects model [31]. For example the units may be patients in a longitudinal

study where a measurement of biological laboratory markers such as INR and APTT

measures is taken at every weeks visits. Thus the patient is measured repeatedly giving

rise to a cluster of observations from each patient.

The linear mixed-effects model fits the mean response as a combination of popula-

tion characteristics (fixed-effects) assumed to be shared by all individuals and subject-

specific effects (random-effects) that are unique to a particular individual [56]. By
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including random-effects in the model, linear mixed-effects models are able to explic-

itly distinguish between within-subject and between-subject sources of variation. With

a linear mixed-effects model it is not only possible to estimate parameters that describe

how the mean responses change over time, but it is also possible to predict how an

individuals response trajectories change over time. Mixed-effects models are highly

attractive due to their ability to handle missing and unbalanced data reasonably well

Review on joint modeling of bivariate longitudinal outcomes

Joint modeling of multivariate outcomes in longitudinal data analysis has been given

great deal of attention in the past decades in many studies on a longitudinal outcome

during follow-up time. Several approaches for the joint modeling have been proposed

by various researchers.

Bivariate longitudinal data arise when a set of different responses on the same unit

are measured repeatedly over time. An example of a research question for such data

is how the evolution of one response is related to the evolution of another response

(’association of the evolutions’). A seemingly related, but different question is how

the association between responses evolves over time (’evolution of the association’).

To answer such research questions a joint modelling strategy is needed. Multivariate

longitudinal data arise when a set of different responses on the same unit are measured

repeatedly over time. A joint modeling of such kind of data is necessary to quantify,

firstly, the relationship between evolutions of different responses and, secondly, the

evolution of the relationship between different response variables over time. Thus, a

pair wise fitting approach has been used in this study as proposed by Fieuws et al. [57]

and Fieuws et al. [58].

The introduction of the linear mixed model, devised for continuous data, has been

followed rapidly by extensions to deal with non-linear data (non-linear mixed effects

model, and with non-continuous measurements (generalized linear mixed model were

found by laird et al. [30] and Breslow et al. [59]. In a joint-modelling approach using

mixed models, random-effects are assumed for each response process and by imposing
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a joint multivariate distribution on the random effects, the different processes are as-

sociated. This approach has many advantages and is applicable in a wide variety of

situations. Indeed, the approach allows to joint models for responses of the same re-

sponse type as well as models for responses of different types. The approach has been

used in a non-longitudinal setting to validate surrogate endpoints in meta-analyses

done by Buyes et al. [60] and Burzykowski et al. [61] or to model multivariate clus-

tered data .

Gueorguieva et al. [62] used the approach for the joint modelling of a continuous

and a binary outcome measure in a developmental toxicity study on mice. Also in

a longitudinal setting, Chakraborty et al. [63] obtained estimates of the correlation

between blood and semen HIV-1 RNA by using a joint random-effects model. Other

examples with longitudinal studies can be found in References [64, 65].

Thi’ebaut et al. [65] investigated the bivariate random effects model between the evolu-

tion of CD4 and HIV RNA and he reported the bivariate random effects model was sig-

nificantly better than two separate univariate random effects models with (p−value <

0.0001). He found the highest correlations between the slopes of the two markers at

the same period: (before 4 months and after 4 months). Similarly, the joint mixed ef-

fect model on evolution of occurrence and prevalence of antimicrobial resistant zoonotic

agents were executed by Ferrari and Cribari-Neto et al. [66]. They used beta-regression

to illustrate the joint evolution on both outcome variables and they reported that, the

correlation was estimated to be 0.95, with 95% confidence interval [0.414, 0.997] show-

ing that the correlation was positively significant. Thus, there was a strong correlation

between percentage resistant and prevalence and that both were increased with time.

That correlation however ignores the effect of time.
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The study conducted in Virginia Common wealth University by Join,M [67], who used

Fels Longitudinal Study data to illustrate both separate and joint mixed-effects mod-

eling strategies. Specifically, jointly modeled longitudinal measures of systolic (SBP)

and diastolic (DBP) blood pressure during childhood (ages two to eighteen) were com-

pared between participants who were diagnosed with at least three of the metabolic

syndrome risk factors in adulthood (ages thirty to fifty-five) and those who were never

diagnosed with any risk factors. On his analysis, he demonstrated the joint model is

able to not only answer the same questions addressed as the separate model; it is also

able to answer additional important questions about the association in the evolutions of

the responses as well as the evolution of the associations. Furthermore, the additional

information gained by incorporating information about the correlations between the

responses was able to reduce the variability (standard errors) in both the fixed-effects

estimates (e.g. differences in groups, effects of covariates) as well as the random-effects

estimates.

Also, Negash et al. [68] used joint random effect model to investigate the joint evolution

and association of systolic and diastolic blood pressure measurements of hypertensive

patients and identify the potential risk factors affecting the two end points in Jimma

University Specialized hospital. Under this study each of the outcomes is analyzed

separately using linear mixed model. Then, a joint model is considered to study the

joint evolution and identify the potential risk factors affecting the two. For this study

fitted statistics showed that the joint model resulted in better fit to the data than the

separate models .

Yemane [69] used linear mixed effect model and joint mixed effect model to inves-

tigate the joint evolution of pulse rate and respiratory rate of cognitive heart failure

patients and identify the potential risk factors affecting the two endpoints in Ayder

referral Hospital of Mekelle University. A linear mixed-effects model was fitted for the

pulse rate and respiratory rate outcomes. Furthermore, a joint mixed-effects model

was fitted for the two endpoints using SAS software PROC MIXED, and the potential

risk factors affecting their joint evolution are identified. Finally, he recommended that
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to identify associated effect fitting joint model is better.

In addition, Zucker et al. proposed a multivariate growth curve model to make in-

ferences on the association between evolutions .Williams [33] used this approach to

model simultaneously growth curves for systolic and diastolic blood pressure, height

and BMI. However, such a modelling strategy is restricted to the combination of out-

comes of the same type. The joint modelling approach investigated in this study was

the bivariate longitudinal mixed effect models that included both fixed and random

effects.Thus, in this study INR and APTT be the bivariate outcomes for the ith subject

measured at jth times for outcomes 1 and 2.
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3 METHODOLOGY

3.1 Study Area

The study would be conducted at Jimma University Medical Center. Jimma University

Medical Center was one of the oldest public hospitals in Ethiopia. It was established

in 1930 E.C by Italian invaders for the service of their soldiers. After the withdrawal

of the colonial occupants, it has been governed by the name of ”Ras Desta Damtew

Hospital” and later ”Jimma Hospital” during the Dergue regime and currently JUMC.

This time the hospital provides services for more than 20 million patients with 800

bedded.

The hospital was located in Jimma city and, Jimma is the largest city in southwestern

of Oromia Region at a distance of 355.2 Km from Addis Ababa, the capital city of

Ethiopia. It has latitude and longitude of 7040’N 36050’E. Jimma has a relatively cool

tropical monsoon climate. The temperatures are in a comfortable range, with the daily

mean staying between 200C and 250C year-round. Jimma is the birth place of coffee

and it represents about 11.8% of Ethiopians total coffee.

3.2 Study design

The study was a retrospective cohort study longitudinal process research design. be-

cause, it investigates the admitted follow-up of all deep venous thrombosis patients,

who have followed at least three visits from first, September 2018 to first, January 2021

in Jimma University Medical Center is included.

3.3 Source of Data

The source of data for this study would be secondary data. This data was extracted

from the follow-up of patients’ cards by assigning an identification number (ID) per

individual from the medical center and the card contains epidemiological, laboratory,

and clinical information of all deep venous thrombosis patients. To extract the data

two days of training for two workers and seven days for supervisions has been provided
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on data extraction and organization in order to have relevant data. Two weeks has

been taken for data extraction and cleaning; Then, after data extraction, data entry,

data editing, data coding, and organization was conducted.

3.4 Study population

The study population of this study was all deep venous thrombosis patients in the

JUMC, who were admitted to follow up in time interval of the first September 2018 to

first January 2021.

3.5 Inclusion and Exclusion criteria

All deep venous thrombosis patients who have a follow-up at least three visits and

whose ages are greater than 18 were included in this study. But deep venous thrombosis

patients who have less than three follow-ups and whose ages less than 18 were excluded,

because DVT is very rare before the age of 18 years [39] .

3.6 Study variables

3.6.1 Dependent Variables

• International normalized ratio

• Activated partial thromboplastin time

3.6.2 Independent variables or covariates

Nine covariates were used for either the separate or joint analyses. Two of these covari-

ates are continuous while seven of them are categorical covariates. These covariates

are described together with their values or codes in Table 1 below.
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Table 1: Covariates used in the Separate and Joint Analysis of INR and APTT
outcomes.

Name Definitions Codes

Age Age of Patients In year

Place Place of patients 0=Urban, 1=Rural

Sex Sex of DVT Patients 0=Female,1=Male

Time Time interval of patients taking treatment Measured by weeks

Alcohol user patients who use alcohols 0=No, 1=Yes

Smoking cigar patients who smoke cigar 0= No, 1 = Yes

Family History Family History of DVT patients 0= No, 1= Yes

Immobilize Immobilizing of patients 0=No, 1= Yes

Living condition living condition of patients 0= live with family, 1= live alone

3.7 Statistical methods of data analysis

Different statistical analysis including both descriptive and inferential statistics, such

as: summary statistics, data exploring and model comparison have been used in this

study. Joint random effects with LMM have been modeled to infer the joint effect of

bivariate longitudinal outcomes of DVT patients.

3.7.1 Longitudinal data analysis

Longitudinal responses may arise in two common situations; one is when the measure-

ments taken on the same subject at different times and the other is when the measure-

ments taken on related subjects (clusters). In both of these cases, the responses are

likely to be correlated [30]. The term repeated measures is used to describe both the

longitudinal and clustered data. One of the major objectives of statistical analysis is

to address variations in the data. For longitudinal data, there are two sources of varia-

tions: within-subject variation; the variation in the measurements within each subject,

and between-subject variation; the variation in the data between different subjects.
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Modeling within-subject variation allows studying changes over time, while modeling

between-subject variation allows understanding differences between subjects.

3.7.2 Descriptive statistics and Data exploring

Data exploration is a very helpful tool in the selection of appropriate models to vi-

sualize the patterns of data relative to research interests. Analyses of longitudinal

data compare profiles over time and, indeed, time might be viewed as the primary

systematic effect to be investigated. The aim of this process is to understand the data

structure and determine the relevant modeling approaches suitable for it. Thus, this

study assessed the nature of the data by exploring individual profiles, the average evo-

lution,profiles plot, the mean profile plot and exploring the random effects and other

data exploratory analysis for the data sets have been considered.

3.7.3 Exploratory Data Analysis (EDA)

The first step in any model building process is exploratory data analysis. longitudinal

studies address the relationship of a response with explanatory variables, often includ-

ing time and following aspects of the data would be explaining; like Individual profiles

and Mean structure (the average evolution of the responses over time) of between and

within-subjects through the white nuisance error term and random effects respectively.

In general data exploration is extremely helpful tool in the selection of appropriate

models. Under the exploratory data analysis, we will have seen the following aspects:

individual profile plot, mean profile plot.

3.7.4 Exploring the individual profile

Individual profiles are important to plotting observed profiles over time, helps to iden-

tify general trends within-subjects, may detect nonlinear change over time, and pro-

vides information about the variability at given times. In our case, the individual

trajectory of the relation of INR and APTT on DVT patients over time will be ex-

plored to see the trends, to decide which random effects to be included in the final

model and what the covariance structure of these random effects should have.

20



3.7.5 Exploring mean structure

Exploring mean structure of data was used to see how the mean profile changes over

time, which is essential for specifying the functional form of the mean response of the

model. To understand the possible relationships among means over time, graphical

inspection were used by connecting the average values computed at each time point

separately. Under this study, unbalanced data was expected and unequally spaced

interval, so loess smoothing was used. This gave us some insight on how the mean

profile evolves over time and help us to choose a fixed-effects structure for the linear

mixed model like linear, quadratic and so on.

3.8 Statistical Model

Three classes of models are commonly used for the analysis of longitudinal data; mixed-

effects model ( random-effects model), marginal models (generalized estimating equa-

tions (GEE) models), and transition models.

3.8.1 Linear mixed effect model

A mixed linear model is a generalization of the standard linear model used in the GLM

procedure, the generalization being that the data are permitted to exhibit correlation

and nonconstant variability. Mixed-effects models provide a flexible and widely used

model for the analysis of continuous longitudinal data introduced to incorporate or

model the between-subjects variation and within subject correlation in the data. And

it has been a popular method to handle both balanced and unbalanced scenarios, and

allows the inclusion of covariates.

Unlike general linear model family, linear mixed models (LMM) are models that handle

data where observations are not independent. Many longitudinal studies are designed

to investigate change over time in a characteristic which is measured repeatedly for

each patient [30]. In addition, modeling the true correlation structure becomes statis-

tically significant in the presence of missing values when the number of observations

per subject is not large. The units are patients in a longitudinal study where measure-
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ments of biological marker are taken at every three-monthly visit.

In mixed-effects models, response variables are assumed to be a function of fixed effect,

non-observable random effect, and error term [30]. When both the fixed and the ran-

dom effects contribute linearly to the response, the model is called linear mixed-effects

model. This model is described by [30] can be written as:

The development of a linear mixed-effects model can be performed in two stages based

on [70].

Stage 1: The first stage assumes that Yi satisfies a linear regression model,

Yi = Ziβi + εij...........................(3.1)

where Zi is an appropriate design matrix. This model shows how the response evolves

over time for the ith subject where βi is a p- dimensional vector of unknown sub-

ject specific regression coefficients and εij is a vector of the residual component ,

j=1,2,3,4,........ni. Usually assumed to be normally distributed with mean zero and

covariance matrix Ri. The model is completed by specifying the covariance Structure,

which can be homogeneous or heterogeneous. Commonly used homogeneous covariance

structures are; identity, autoregressive, compound symmetry.

Ri = σ2Ini

Where Ini denoting the identity matrix of dimension ni. This is so under the strong

assumption that all repeated measurements are independent though repeated measure-

ments within the same subject are rarely independent.

Stage 2: The second stage is a multivariate regression model of the form βi = Kiβ+bi

which models variability between the subjects with respect to their subject specific re-

gression coefficients, βi, Ki is a (q × p) matrix of covariates, bi is are assumed to be

independent following a q dimensional normal distribution with mean zero and general
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covariance structure D.

βi = Kiβ + bi.......................(3.2)

Where:

Ki is ( q × p ) matrix of known covariates. Additional covariates other than time can

be adjusted in this step.

β is a p dimensional vector of regression coefficients

bi ∼ N(0, D) and is a matrix of random effects indicating the deviation in individual

subjects’ measurements from the population average. D is the covariance matrix cap-

turing the between subject variability.

Generally, Substituting for equation βi = Kiβ + bi in above equation 3.1, we get the

linear mixed model given below. In the second stage, between subjects variability is

modeled. This is achieved by relating the estimated coefficients with known covariates.

Thus, the linear mixed model from the above two stages were formulated as:

Yi(t) = Zi(t)(Kiβ + bi) + εij..............(3.3)

Where Zi(t)Ki = Xi(t)

Yi(t) = Xi(t)β + Zi(t)bi + εij εij ∼ N(0, R)

bi ∼ N(0, D)

Yi(t): Measurement of univariate response of ith subject at time t.

Xi(t) and Zi(t) are the fixed and random of covariates with p and q dimension, respec-

tively.

β: Vector of unknown parameters associated with fixed effect (of dimension p)

bi:Vector of unknown parameters associated with random effect for ith subject (of di-

mension q)

bi stands for the random effects

The model in equation (3.3) assumes both fixed and random effects. Furthermore,

b1,.........,bN and ε1,.......,εN are assumed to be independent. The elements for the vari-

ance components are in the matrices D and R are called error component models, ε1,

can be decomposed into two components representing both subject specific variation
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and variation over time that is serial correlation. Therefore εi = ε1(i) + ε2(i) where ε1(i)

is the measurement error associated with ith subject and ε2(i) is associated with serial

correlation for ith subject.

D and R are variance components

E
[
bi
εi

]
=

[
0
0

]
and

var
[
bi
εi

]
=

[
D 0
0 R

]
Assumption for the response: Y ∼ N(Xβ, V ), V = ZiDZ

′
i +R

The name mixed model indicates that the model contains both the fixed or the mean

model component and the random component and variable effects are either fixed or

random depending on how the levels of the variables that appear in the study are

selected. It can also use for data with unequal number of measurements per subjects.

These unobserved effects are then included in the model as random variables, or equiv-

alently called, random effects. A fixed effect is considered to be a constant which we

wish to estimate, but the random effect is considered as just an effect coming from a

population of effects [31].

3.8.2 Assumptions of linear mixed effects model:

Before making inferences about a fitted mixed-effects model, we should check whether

the underlying distributional assumptions appear valid for the data or not. There are

two basic distributional assumptions for the general linear mixed effects model.

(i) ε ∼ N(0, σ2Ini)

The within-group errors are independent and identically normally distributed, with

mean zero and variance σ2Ini and they are independent of the random effects. This as-

sumption can be relaxed by allowing to model non constant variances or special within

group correlation structures.
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(ii) b ∼ N(0, D)

The random effects are normally distributed, with mean zero and covariance matrix

D (Not depending on the group) and are independent for different groups. The most

useful of methods for assessing the validity of these assumptions were based on plots

of the residuals, the fitted values, and the estimated random effects.

3.8.3 Estimation of fixed effects

Both the maximum likelihood (ML) and restricted maximum likelihood (REML) were

used for estimation of the parameters in this study. The maximum likelihood estimation

method finds the parameter estimates that are most likely to occur given the data.

The parameter estimates are derived by maximizing the likelihood function, which is

a mathematical expression that describes the joint probability of obtaining the data

expressed as a function of the parameter estimates [71].

3.8.4 Maximum likelihood estimation:

Suppose a random sample of N observations is obtained from a linear mixed effect

model as defined above, then the likelihood of the model parameters, given the vector

of N observations, is defined as:

L = l(β, V, Y i) =
N∏
i=1

{ 2π
−1
2 det(V )

−1
2 exp(

−1

2
(Yi −Xiβ)TV −1(Yi −Xiβ))}

Where β is a vector of fixed-effects parameters and V is a vector containing the variance

parameters. the likelihood function of the equation can be compared with the log of

the likelihood function generally used in practice. Its maximum value coincides with

that of the likelihood function. The log-likelihood of the model parameters, is defined

as:

logL = l(β, V, Y i) = −N
2
log(2π)− N

2
log det(V )− 1

2

N∑
i=1

(Yi −Xiβ)TV −1(Yi −Xiβ))
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K − N

2
log det(V )− 1

2

N∑
i=1

(Yi −Xiβ)TV −1(Yi −Xiβ))

Where K = N
2
log(2π), V = ZiDZ

′
i +R

Now the values in the model parameters which maximize the log-likelihood may be

determined. Estimates of the parameters are found by maximizing the log-likelihood

given in above equation with respect to β and V. The ML method first maximizes the

log-likelihood with respect to the variance parameters, while treating the fixed-effects

parameters, β as constant. Upon determining the variance parameter estimates, the

fixed-effects parameters are then determined by finding the values of β which maximize

the log likelihood, while treating the variance parameters as constant. It is important

to note, the maximum likelihood approach may produce variance parameters that

are biased downwards since they are based on the assumption that the fixed-effects

parameters are known [72]. The MLE of β on combining all the information from all

the N subjects equals.

β = (
N∑
i=1

X
′

iV
−1Xi)

−1

N∑
i=1

X
′
V −1Yi

Where det refers to the determinant and the elements of Vi the matrix are functions

of the covariance parameters in 	 [73].

3.8.5 Restricted maximum likelihood estimation

This is another method that may be used to maximize the log-likelihood function.

Sometimes this method is referred to as the restricted maximum likelihood method. It

was developed in order to avoid biased variance component estimates that are produced

by ordinary maximum likelihood estimation. This is because maximum likelihood

estimates of variance components takes no account of the degrees of freedom used in

estimating fixed effects. This means that ML estimates of variance component have

a downwards bias which increases with the number of fixed effects in the model. For

this approach, the fixed-effects parameters, β, are eliminated from the log-likelihood

equation, such that it will only be defined in terms of the variance parameters. Then,

a likelihood function based on the full residuals, (Yi − Xiβ). It may be noted that
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the full residuals are a linear combination of Y and furthermore (Yi −Xiβ) and β are

independent . From these facts, the joint-likelihood for and the variance parameters,

, may be express as a product of the likelihoods based on (Yi −Xiβ) and β.

L(V, β;Yi) = L(V ;Yi −Xiβ)L(β; β, V )

The REML is defined as follow equation

L(V ;Yi −Xiβ) = det(X
′

iV
−1Xi)

−1
2 det(V )

−1
2 exp{−1

2
(Yi −Xiβ)

′
V −1(Yi −Xiβ)}

3.8.6 Checking model assumptions for independent mixed models

After fitting an LMM, it is important to carry out model diagnostics to check whether

distributional assumptions for the residuals are satisfied and whether the fit of the

model is sensitive to unusual observations. The process of carrying out model diagnos-

tics involves several informal and formal techniques. It is assumed that the random

effects are normally distributed and uncorrelated with the error term. Residual plots

can be used visually to check normality of these effects and to identify any outlying

effect categories. Examining the plot of the standardized residuals versus fitted values

by any covariates of interest can give a better feeling [34] . The assumption of normality

for the within-group error was assessed with the normal probability plot of the residu-

als by covariates. Similarly, Normality of the random effects is assessed using Normal

Plot of each random effect. Normal plot of estimated random effects helps for checking

marginal normality and to identify outliers. In general, model diagnostics should be

part of the model-building process throughout the analysis of a clustered or longitudi-

nal data set. In this case diagnostics only for the final model fitted has been considered.

Residual Diagnostics:- Informal techniques are commonly used to check residual

diagnostics; these techniques rely on the human mind and eye, and are used to decide

whether or not a specific pattern exists in the residuals. In the context of the standard

linear model, the simplest example is to decide whether a given set of residuals plotted

against predicted values represents a random pattern or not. These residual vs fitted
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plots are used to verify model assumptions and to detect outliers and potentially in-

fluential observations. In general, residuals should be assessed for normality, constant

variance, and outliers. In the context of LMMs, we consider conditional residuals and

their studentized versions.

Diagnostics for Random Effects:- The natural choice to diagnose random effects

is to consider the empirical Bayes (EB) predictors. EB predictors are also referred to

as random-effects predictors or, due to their properties, empirical best linear unbiased

predictors (EBLUPs). [73] . Recommend using standard diagnostic plots (e.g., his-

tograms, Q Q plots, and scatter plots) to investigate EBLUPs for potential outliers

that may warrant further investigation. In general, checking EBLUPs for normality is

of limited value, because their distribution does not necessarily reflect the true distri-

bution of the random effects.

3.8.7 Joint model for bivariate continuous longitudinal data

The linear mixed model can be easily extended to include bivariate response variables

by further stacking the data and defining a specific variance-covariance structure for the

random effects. Bivariate linear mixed models are useful when analysing longitudinal

data of two associated markers. In this paper, a bivariate linear mixed model includ-

ing random effects and independent measurement error for both INR and APTT was

presented. Longitudinal data are often collected in epidemiological studies, especially

to study the evolution of biomedical markers. Consider for modeling the two response

variables (Y1 and Y2) over time and incorporating random intercepts and slopes in or-

der to model the correlations over time between responses.

Extension to bivariate Case: Now under bivariate set-up two endpoints or measure

of DVT (INR and APTT) as outcome variables are observed in each occasion. The

two end points were longitudinally measured as a vector of responses, Yi(t) , at each

occasion and thus the following model was used:

Yi(t) = Xi(t)β + Zi(t)bi + εi(t)
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where,

εi = [εi(t1) , εi(t2) , ...εi(tn)] ∼MVN(0, Ri)

bi ∼MVN(0, D) cov(bi, εi) = 0

Ri = Ini
⊗ Σ2×2 , Where, Σ2×2 is the variance covariance matrix of 2 endpoints (INR

and APTT) conditional on bi.

Let yikj represent the jth observation from ith the subject for the kth response variables,

where i = 1, ...S , j = 1, ...nik and k = 1, ...k .For this thesis k=1 and 2, where

NK =
∑s

i=1 nij and N =
∑k

k=1Nk. The vector yij = [yi1k, yi2k...yink] then represents

the nik observation of the kth response variable from the ith subject the vector Yk =

[Y1k, Y2k...Ysk]
′

representes the Nk observation from the kth response variable across all

subjects.

Assume: Zi1(t)bi1 = ai1+bi1(t) and Zi2(t)bi2 = ai2+bi2(t) are the subject-specific random

effects from each linear mixed model.

In the context of modeling two response variables, the linear mixed-effects models for

each response variable for subject i taken at time t can be specified as [35].

Yi1(t) = µ1(t) + ai1 + bi1(t) + εi1(t)

Yi2(t) = µ2(t) + ai2 + bi2(t) + εi2(t)

where, µk(t) refers to the average evolution (of the kth response over time) and is a

function of the fixed effect. The subject specific random intercepts aik and slopes bik(t)

describe how the subject specific profiles deviate from the average profile for the kth

response.

where µ1(t) and µ2(t) refers to the population means at time t. We assume that random

effects are jointly distributed as follows.

[
bi1
bi2

]
=

ai1ai2
bi1
bi2

 ∼ N(0, D)

where, D, the covariance matrix of the random effects, has the following structure

cov(D) =

σ
2
a1

σa1σa2 σa1b1 σa1b2
σ2
a2

σa2b1 σa2b2
σ2
b1

σb1b2
σ2
b2


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3.8.8 Association of the evolution (AOE)

The main important question that may be addressed with a joint mixed-effects model is

how the evolution of one response is associated with the evolution of another response

(association of the evolutions). By definition, the correlation between the evolutions for

the two random slopes is given as follow. Clearly, the correlation between the evolution

of Y1 and Y2 is given by:

rE =
Cov(b1, b2)√

var(b1)× var(b2)
=

σb1b2√
σ2b1 × σ2b2

3.8.9 Evolution of the association (EOA)

Similar, we use evolution of the association in joint mixed effects model to investigated

the association between the responses variables evolved over time (evolution of the

association). Assuming uncorrelated errors, the marginal correlation between Y1and

Y2 at time t is given by [35]: And the marginal correlation between Y1and Y2 at time

t is given by:

rM(t) =
Cov(Yi1(t), Yi2(t))√

var(Yi1(t))× var(Yi2(t))
=

σa1a2 + tσa1b2 + tσa2b1 + t2σb1b2 + σ12√
(σ2

a1 + 2tσa1b1 + t2σ2
b1 + σ2

1)× (σ2
a2 + 2tσa2b2 + t2σ2

b2 + σ2
2)

It is not difficult to comprehend that as the number of response variables (or the

dimension of multivariate response) increases, the number of covariance parameters

increase exponentially and the problem of estimation of covariance parameters becomes

more and more difficult. when t= 0 the marginal correlation converges to;

rM(t) =
σa1a2 + σ12√

(σ2
a1 + σ2

1)× (σ2
a2 + σ2

2)

which is essentially the correlation between the two random intercepts. If fact, when the

error components are small, the closer the marginal correlation at t= 0 approximates

the correlation between the random intercepts.
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3.9 Joint Model Estimation

In the particular context of random-effects models, so-called adaptive quadrature rules

can be used [74], were the numerical integration is centered on the estimates of the

random effects, and the number of quadrature points is then selected in terms of the

desired accuracy and the Gaussian Quadrature approximates the integral of a func-

tion, with respect to a given kernel, by a weighted sum over predefined abscissas for

the random effects. To illustrate the main ideas, we consider Gaussian and adaptive

Gaussian quadrature, designed for the approximation of integrals of the form

∫
f(z)φ(z)dz

for a known function f(z) and for φ(z) the density of the multivariate standard nor-

mal distribution. Therefore first standardize the random effects such that they get the

identity covariance matrix. Then, the likelihood contribution for subject i equal.

fi(yi|β,D, φ) =

∫
Πs

i=1fi(yi|bi, β, φ)f(bi|D)dbi

• where, bi is q × 1 dimensional vector with random effect bi ∼ (0, D)

• β is a vector of fixed-effects parameters and φ is a vector containing the variance

parameters.

3.9.1 Correlation Structures

In longitudinal data analysis, when subjects are followed over time, there is a natural

ordering of the data for each subject. Correlation structure are used to model de-

pendence among observations, in mixed-effect model, it is used to model dependency

among the within-group errors [74]. The correlation between two within-group errors

εij and ε
′
ij is assumed to depend on some distance between them, and is a vector of cor-

relation parameters. Olkin and Tate described the serial correlation structures in detail

of the linear mixed effects models; serial correlation structures are used to model de-

pendency in the data observed sequentially over time and indexed by a one dimensional

time vector. The general serial correlation model is defined as: corr(εij, ε
′
ij) = h(ρ)
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Where h(ρ) indicates autocorrelation function. Some of the most common serial cor-

relation structures used in practice are:

Compound symmetry: It is the simplest serial correlation structure, which assumes

equal correlation among all within-group errors of same subject. In CS structure the

variances are homogeneous. There is a correlation between two separate measurements,

but it is assumed that the correlation is constant regardless of how far apart the mea-

surements are.Thus, the corresponding correlation model are:

corr(εij, ε
′
ij) = ρ

General (Unstructured): An unstructured correlation structure represents the other

extreme in complexity to the compound symmetry structure. Each correlation is shown

by a different parameter, the correlation function is h(ρ) = ρk ; k = 1,2,. .. .While an

unstructured correlation model tends to over parameterized model. It is useful for few

observations per subject that leads to precise correlation with observations.

Autoregressive (AR): The AR (1) structure has homogeneous variances and corre-

lations that decline exponentially with distance. It also means that two measurements

that are right to next to each other in time are going to be pretty correlated (depending

on the value of p ), but that as measurements get farther and farther apart they are less

correlated. Autoregressive models express the current observation as a linear function

of previous observation plus a homoscadastic noise terms.Let εt indexes an observation

taken at time t, µt indexes a noise term with E[µt] = 0, and assumed independent of

the previous observations.

εt = φ1εt−1 + . . . + φpεt−p + µt |φp < 1|

p is called the order of the autoregressive model, which is denoted by AR(p). There

are p correlation parameters in an AR (p) model, given by φ = (φ1, φ2 . . .φp) .

The AR (1) model is the simplest and one of most useful autoregressive model. The

correlation function of AR is given as:

h(k;φ) = φk k = 0,1,. . . , where, k-distance between time point

In the First-order autoregressive structure, it is assumed that the correlation between
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time points decrease as the distances in time increase, this implies that the number

of time intervals between pairs of observation increases, the correlation decreases and

approaches to zero. Measurements that are closer in time have higher correlation than

measurements with longer time between them. This structure will often be more re-

alistic than the compound symmetry and has the same number of parameters which

often makes it more preferable

3.10 Model Comparisons or Selection Techniques

Model selection technique is one of the most frequently encountered problems in data

analysis. In this thesis the most commonly known model selection criteria are Akaike

Information Criterion (AIC) [75], the Bayesian Information Criterion (BIC) [30] and

Log-likelihood ratio test are use.

Akaike’s information criterion (AIC) and Bayesian information Criterion

(BIC): are a measure of goodness of fit of an estimated statistical model. It is not a

test on the model in the sense of hypothesis testing; rather it is a tool for model selection

AIC = −2 logL+ 2k

BIC = −2 logL+ k log(N)

Where,k denotes the number of parameters in the model and N the total number of

observations used to fit the model. Under these definitions, smaller is better. That is,

if we use AIC to compare two or more models for the same data, we prefer the model

with the lowest AIC and BIC.

Likelihood-ratio test: is constructed by comparing the maximized log likelihoods

for the Saturated (full) model and reduced models, respectively, and the test statistic

is expressed as:

LRT = −2 ln(L0 − Lm)

Where,L0and Lm are the maximum likelihood estimates that maximize the likelihood

Functions of the reduced and full or saturated model, respectively
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4 RESULTS AND DISCUSSION

4.1 Data descriptions and Descriptive statistics

In this study, socio-demographic and clinical data of 281 deep venous thrombosis pa-

tients who were above 18 years and who receive treatment for symptoms of DVT from

first September 2018 to first January, 2021 in Jimma University Medical Central at

baseline were considered. The two measure of DVT such as: International Normalized

Ratio and Activated Partial Thromboplastin time have been used. These longitudinal

response variables were measured for at least 3 visits.

A total of 281 adults of deep venous thrombosis patients with a minimum of three and

maximum of six measures of INR, APTT and other covariates per individual of deep

venous thrombosis patients were included for this study. The baseline characteristics

and descriptive statistics of patients are displayed in table 4.1 below. Out of 281 deep

venous thrombosis patients, about 126(44.8%) of patients were females and 155(55.2%)

of patients were males. Regarding to place of 281 deep venous thrombosis patients,

about 163(58%) of patients were living in urban area, and 118(42%) of patients were

living in rural communities (district). Among these patients, about 174(61.9%) of the

patients had no genetic effect or family history of DVT, 107(38.9%) of patients had

family history (previously diagnosed of DVT). Among 281 deep venous thrombosis

patients, more than half 164 (61.9%) of patients were no had prolonged immobiliza-

tion and 117 (38.1%) of patients were had prolonged immobilization. Similarly, about

158(56.2%) of patients were not Smokers and 123(43.8%) of patients were Smokers.

Out of 281 deep venus thrombosis patients, about 107(37.7%) of them were live with

their family and 175(62.3%) of them were live alone. Likewise, about 139(49.5%)of

participants were not drank alcohols and 142(50.5%) of participants were drank alco-

hols.
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Table 4.1: Frequencies and Percentages for baseline categorical covariates of INR and
APTT for each category of Deep venous thrombosis patients data.

Name of Variables Categories Frequency Percent
Gender Male 155 55.2%

Female 126 44.8%
Residence Rural 118 42%

Urban 163 58%
Immobilize Yes 117 41.6%

No 164 58.4%
Alcohols Users Yes 142 50.5%

No 139 49.5
Family History No 174 61.9%

Yes 107 38.1%
Smoking status No 158 56.2%

Yes 123 43.8%
Living condition With family 106 37.7%

Live Alone 175 62.3%

The Mean and Standard deviation of continuous covariates and two outcomes of this

study displayed in the Table 4.2 below. The age at first visit ranged from 20 to 76

years with average value equal to 37.48 years (with a standard deviation of 13.850

years). The longitudinally measured symptoms of deep venous thrombosis using INR

and APTT per second were considered as bivariate responses. They were measured

approximately every week at the study entry, and again a common measuring time is

used for all patients. Hence, the average number of baseline INR and APTT was 1.378

and 33.701 per seconds with standard deviation of 0.6535 and 10.5738, respectively.

Table 4.2: Mean and Standard deviation of continuous covariates and two outcomes at
baseline.

Name of Variables Mean Std.Dev
International Normalized Ratio 1.378 0.6535

Activated partial thromboplastin time 33.701 10.5738
Age of patients 37.48 13.850
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4.2 Separate analysis of international normalized ratio and

activated partial thromboplastin time test

The two jointly measured outcome analyzed separately by using linear mixed model.

This is important in order to fully specify the mean response of the model and determine

the fixed and random effects to be included in the model.

4.2.1 Exploratory data analysis

Exploratory analysis comprises techniques to visualize patterns in the data. Data anal-

ysis begins by making displays that expose patterns relevant to the scientific question.

Below very important tools were used to visualize patterns of International Normalized

Ratio and Activated Partial Thromboplastin Time test over time.

4.2.2 Exploring individual profile plot of INR and APTT over time

The longitudinal outcomes, INR and APTT, were measured at irregular time intervals

with one, two, three or four a weeks gap. The following figure 4.1 shows that the

individual profile plots of INR and APTT over time. The variability of INR between

individuals was lower at baseline and it appeared to increase slowly through time.

Similarly, The variability of APTT between individuals was lower at baseline and it

appeared to increase slowly through time but the variability was higher in INR than

in APTT. There is also a variabilty with in each subjects. Likewise, there was between

and within subject’s variability in both INR and APTT. In general between and within

subject specific differences could not be ignored. Also the following figure 4.1 shows

that the individual profile plots of INR and APTT along with average profile using

loess smoothing can observed. The loess smooth in both plots suggest that the average

profiles, the INR and APTT, have linear relationships over time which are increasing

over time, but with different evolution over time.
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Figure 4.1: Individual profile plot of international normalized ratio and activated par-
tial thromboplastin time

4.2.3 Mean profile Plots of INR and APTT of deep venous thrombosis

patients:

The mean effect profile plot of the longitudinal measure of deep venous thrombosis

INR and APTT of deep venous thrombosis patients shows that the rate of change of

change over time is somewhat linear. So, linear with time random effect should be

included in the model. The rates of change of changes over time increase step by step

or from week to week. Mean profile plots are given below by using loess smooth curve.

The loess smooth curve suggests that the average profiles of both the INR and APTT

have a linear relationship over time. It indicates both INR and APTT shows a slowly

increase pattern over time, but the rate of INR highly increase as compared to APTT.
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Figure 4.2: Mean profile Plots of INR and APTT of deep venous thrombosis patients

4.3 Model Selection

A primary goal of model selection is to choose the best model that provides the best

fit to the observed data well. There may be several choices concerning which fixed and

random effects should be included in an LMM. There are also many possible choices

of covariance structures for the D and Ri matrices.
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4.4 Linear Mixed Effects Models and Its Results

4.4.1 Linear mixed model for international normalized ratio

4.4.2 Selection of fixed effects for international normalized ratio

To select the fixed effect components of the response variable for international nor-

malized ratio. A simple linear regression model using base line information with-

out considering any random effect and neglecting any correlation between and within

subject were fitted with all covariate and including same interaction terms as follow.

INRij = β10 +β11Tij +β12Smi +β13Ali +β14Sexi +β15Imi +β16pli +β17Fhi +β18Ai +

β19Lici + (β20Sexi + β21pli + β22Smi) ∗ Tij + εij

Let INRij denote the jth international normalized ratio of the ith patient at time tij,.

Where i indexes the subjects i= 1, 2 ,.., 281 and j indexes the time visit for subject i,

j= 1, 2, .. .. ., ni. ni represents the overall visits of subject i. Where : INRij- is

International Normalized Ratio for ith subjects. Ali- Alcohol users β10, β11, . . . β22

- Are the fixed effect coefficient parameters

Ai- Age of patients for ith subjects. pl-place of patients for ith subjects

Sexi- Sex of patients for ith subject Lici-Living condition of patients for ith subjects.

Imi-prolonged Immobilize of patients for ith subjects, Smi- Smoking cigarette .

Fhi- Family history of DVT patients for ith subjects. εij- Random term

Tij-Time at which International Normalized Ratio measured.

From the outputs in table 6.1 (Appendix A), we can observe that some covariate are

statistically significant, but living condition ,place of residence are more insignificant

and the interaction term time by place of residence are statistically insignificant. Thus,

the insignificant terms should be removed from the model starting with the most in-

significant one of which is the place of residence and interaction term place of residence

by time. The model was then refitted after removing the place of residence and inter-

action term place of residence by time and the AIC dropped from 2263.245 to 2257.245

indicating a better fit. The model was fitted again and the categorical covariate living

condition was still insignificant. The next step is to remove the covariate living condi-
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tion. Then the model was fitted again as follow. Hence, the fixed effects model with

linear time effect for INR measurement is given by:

INRij = β10+β11Tij +β12Smi+β13Ali+β14Sexi+β15Imi+β17Fhi+β18Ai+(β20Sexi+

β22Smi) ∗ Tij + εij

4.4.3 Selection of random effect for international normalized ratio

The random effect of the international normalized ratio is the rate that shows, the rate

of change of INR measure over time including all potential covariates. The aim of this

section is to select the random effect model of the rate of change of INR measure over

time for the fitted models. In order to retain or remove the random effects from the

model, it is better to fit the linear mixed effects model with different random effects.

There are four different models with different random effects starting from a simple lin-

ear regression model (no random effects) have been fitted for international normalized

ratio. Table 4.3 shows summary measures; Akaki information criteria (AIC), Bayesian

information criteria and Log-likelihood ratio test for the models with different random

effects. An appropriate random effect to the model was selected by using AIC value.

The conclusion is consistent with the AIC and the BIC values for which smaller value

is considered as better. That is, the AIC information criterion decreased from 2257.003

to 2241.827, which indicates that model with intercept and slope, was a better fitting

model for international normalized ratio measures of DVT.

Table 4.3: Selection of appropriate random effect models for international normalized
ratio.

Random effect AIC BIC logLik
No Random Effects 2257.003 2397.494 -1100.502
Random Intercepts 2246.871 2397.369 -1094.435

Intercept and Linear Slope 2241.827 2392.378 -1089.913
Intercept linear and Quadratic Slope 2242.488 2398.030 -1090.244

As it is shown in table 4.3 above, among different random effects mentioned, the model

with random intercept and linear slopes was selected as the best model for INR among

the four random effects with respective small values of AIC and BIC, 2241.8271 and

2392.378 ,the model was selected with log-likelihood ratio test with p value of 0.0110.

Let INRij denote the jth international normalized ratio of the ith patient at time tij,.
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Where i indexes the subjects i= 1, 2 ,.., 281 and j indexes the time visit for subject i,

j= 1, 2, .. .. ., ni. ni represents the overall visits of subject i. Finally, the fixed effects

model with linear time effect for INR measurement is given by:

INRij = β10+β11Tij +β12Smi+β13Ali+β14Sexi+β15Imi+β17Fhi+β18Ai+(β20Sexi+

β22Smi) ∗ Tij +Ri(Tij) + εij

Where:- Ri(Tij)=a10 + b11 ∗ Tij, Here, Ri(Tij) includes the random effects for intercept

and linear time slopes, where the bi = (a10, b11)
′ ∼ N(0, D). The vector (β10, β11, , , β18)

of fixed effects describes the average evolution of international normalized ratio and the

vector (a10; b11) of random effects describes how the profile of the ith subject deviates

from the average evaluation of INR.

Therefore, the model which including the random effects model are similar to those of

the fixed effect model in terms of magnitude. However, according to the AIC including

the random effects component is better than the fixed effect model.

4.5 Linear mixed model for activated partial thromboplastin

time test

4.5.1 Selection of fixed effects for activated partial thromboplastin time

test

Similar to the response international normalized ratio, after passing through different

procedures of model selection criteria’s, the model with random interaction term and

linear slop chosen as the best model fitting the data for activated partial thromboplastic

time test. This model selected after removing living conditoin, place of residence and

place of residence with interaction of time from the model with random interaction and

linear slope, the model was fitted below.

Let APTTij denote the jth Activated Partial Thromboplastin Time Test of the ith

patient at time tij,. Where i indexes the subjects i= 1, 2 ,.., 281 and j indexes the time

visit for subject i, j= 1, 2, .. .. ., ni. ni represents the overall visits of subject i. Hence,

the fixed effects model with linear time effect for APTT measurement is given by:

APTTij = β20 + β21Tij + β22Smi + β23Ali + β24Sexi + β25Imi + β27Fhi + β28Ai +

(β30Sexi + β32Smi) ∗ Tij + εij
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Where :

APTTij- is Activated Partial Thromboplastin Time for ith subjects.

Ai- Age of patients for ith subjects.

Sexi- Sex of patients for ith subject

Imi- prolonged Immobilize of patients for ith subjects,

Fhi- Family history of DVT patients for ith subjects. Lici- Living condition of patients

for ith subjects.

Smi- is patients who Smoking cigar for ith subject.

Tij-Time at which Activated Partial Thromboplastin Time Measured.

εij- Random term

4.5.2 Selection of random effect for activated partial thromboplastin time

The random effect of the activated partial thromboplastin time is the rate that shows,

the rate of change of APTT measure over time including all potential covariates. The

aim of this section is to select the random effect model of the rate of change of APTT

measure over time for the fitted models. In order to retain or remove the random

effects from the model, it is better to fit the linear mixed effects model with different

random effects.

There are four different models with different random effects starting from a sim-

ple linear regression model (no random effects) have been fitted for Activated Partial

Thromboplastin Time. Table 4.4 shows summary measures; Akaki information criteria

(AIC), Bayesian information criteria and Log-likelihood ratio test for the models with

different random effects. An appropriate random effect to the model was selected by

using AIC value. The conclusion is consistent with the AIC and the BIC values for

which smaller value is considered as better. That is, the AIC information criterion

decreased from 8559.255 to 8530.349, which indicates that model with intercept and

slope, was a better fitting model for activated Partial thromboplastin Time measures

of DVT.
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Table 4.4: Selection of appropriate random effect models for Activated Partial Throm-
boplastin Time.

Random effect AIC BIC logLik
No Random Effects 8559.255 8699.745 -4251.628
Random Intercept 8538.924 8685.892 -4240.462

Intercept and Linear Slope 8530.349 8684.432 -4234.175
Intercept Linear and Quadratic Slope 8532.699 8688.242 -4235.350

As it is shown in table 4.4 above, among different random effects mentioned, the model

with random intercept and linear slopes was selected as the best model for APTT

among the all of random effects with respective small values of AIC and BIC, 8530.349

and 8684.432, the model was selected with log-likelihood ratio test with p value of

0.0019.

Let APTTij denote the jth Activated Partial Thromboplastin Time of the ith patient

at time tij,. Where i indexes the subjects i= 1, 2 ,.., 281 and j indexes the time visit

for subject i, j= 1, 2, .. .. ., ni. ni represents the overall visits of subject i. Finally,the

fixed effects model with linear time effect for APTT measurement is given by:

APTTij = β20 + β21Tij + β22Smi + β23Ali + β24Sexi + β25Imi + β27Fhi + β28Ai +

(β30Sexi + β32Smi) ∗ Tij +Ri(Tij) + εij

Where:- Ri(Tij)=a20 + b21 ∗ Tij, Here, Ri(Tij) includes the random effects for intercept

and linear time slopes, where the bi = (a20, b21)
′ ∼ N(0, D). The vector (β20, β21, , , β28)

of fixed effects describes the average evolution of activated partial thromboplastin time

and the vector (a20; b21) of random effects describes how the profile of the ith subject

deviates from the average evaluation of APTT.

Therefore, the model which including the random effects model are similar to those of

the fixed effect model in terms of magnitude.

4.5.3 Model selection with correlation structure for the best model

Selection of best correlation structure for both response

In longitudinal study selecting best model is not selecting model with only the best

mean structure, but also correlation structure is important. In linear mixed effect model

covariance structures should be carefully selected in order to obtain valid inferences for
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the parameters of fixed effects in the model. Ignoring important correlations increase

probability of type I error, and underestimates standard errors of an estimate [76]. In

fitting the linear mixed effect model, a series of covariance structures of the longitudinal

INR and APTT of deep venous thrombosis patients were considered. From the possible

covariance structures, the one with the smallest AIC and BIC with convergence of the

model in REML and ML were considered. There are different correlation functions

or correlation covariance structure , in this study the most common correlation struc-

tures; unstructured covariance model, compound symmetric covariance models, and

autoregressive structure of order one or AR (1) were used and compared. The small

AIC value indicated that the model with autoregressive structure function is preferable

for both international normalized ratio model and activated partial thrombplastic time

test model.

Table 4.5: Selection of appropriate Correlation structure for both INR and APTT.

INR APTT

correlation structure AIC BIC logLik AIC BIC logLik

CompSymmetry (CS) 2243.827 2404.387 -1089.913 8532.349 8692.909 -4234.175

Unstructured(UN) 2245.196 2450.914 -1081.598 8545.527 8741.210 -4233.764

Autorsive (AR(1)) 2241.743 2402.3038 -1088.872 8526.072 8686.632 -4231.036

From the above table 4.5, among different correlation structure mentioned, the model

with correlation structure of autoregressive (AR-1) structure was preferred for INR and

APTT model with respective small values of AIC and BIC of 2241.743 and 2402.3038 for

INR and 8526.072 and 8686.632 for APTT model . As shown from the table autoregres-

sive (1) is the best correlation structure for international normalized ratio and activated

partial thromboplastin time test model. An autoregressive (AR-1) structure, specified

by type=AR, allows the correlations to diminish over time. Corr(yij, y
′
ij) = ρ|tij, t

′
ij|,

Where, tij and t
′
ij are the observation times for yij and y

′
ij. The autoregressive struc-

tures express the intra-subject correlations in terms of a single parameter ρ. So, this

makes the autoregressive correlation structure is the best correlation structure. There-

fore, for the data set of this study linear mixed model with autoregressive correlation

can be considered as best final model for both response variables.
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Table 4.6: Parameter estimates and standard errors for the separate linear mixed effects
models of the INR and APTT outcomes for the final model.

INR APTT

Parameter Estms(s.e) p-value 95%CI parameter Estims(s.e) p-value 95%CI

β10 1.750(0.248) 0.0000 ( 1.263,2.239) β20 34.464(4.223) 0.0001 (26.179,42.799)

β11 0.047(0.016) 0.0042 (0.0151,0.0796) β21 0.698(0.271) 0.011 (0.160,1.229)

β12 0.181(0.087) 0.0389 (0.009,0.352) β22 2.960(1.416) 0.0375 (0.172,5.745)

β13 0.044(0.049) 0.3622 (-0.051, 0.140) β23 2.003(0.841) 0.0179 (0.347, 3.659)

β14 -0.176(0.086) 0.0403 (-0.345,-0.008) β24 -2.004(1.391) 0.1498 (-4.748,0.730)

β15 -0.095(0.048) 0.0498 (-0.190,-0.0001) β25 -1.644(0.834) 0.0494 (-3.290,-0.005)

β17 0.163(0.081) 0.0451 (0.004,0.322) β27 2.810(1.323) 0.0343 (0.209,5.414)

β18 0.250(0.095) 0.0090 (0.063,0.438) β28 3.083(1.545) 0.0470 (0.041,6.125)

β20 0.027(0.013) 0.0340 (0.002,0.052) β30 0.472(0.211) 0.0264 (0.056,0.889)

β22 -0.032(0.013) 0.0144 (-0.058,-0.007) β32 -0.459(0.216) 0.0354 (-0.884,-0.032)

var(a10i) 0.1172 var(a20i) 28.0265

var (b11i) 0.0033 var (b21i) 0.9265

σ2(residual) 0.3325 σ2(residual) 91.0339

corr(a10i, b11i) -0.622 corr(a20i, b21i) -0.403

The result in the above table showed that both model contains the same main effect

variable but there is a single effect term different and also not significant at 0.05 levels

of significance. Removing it doesn’t improve model. So, it is retained as it is.

The estimated parameter for the intercept of INR is 1.750 with a standard error of

0.248 represents an estimate of the average level of INR during the first follow-up time

and excluding all covariates in the model. There is a significant difference between

patients who did not smoking cigar and who smoking a cigar with the parameter es-

timate of 0.181, which indicates that as a unit of patients who smoke cigar increase

the international normalized ratio test of deep venous thrombosis disease increase by

0.181 times smoking cigar than that of the person who did not smoke a cigar (reference

group) at baseline. The parameter estimate of the interaction for a smoking cigar with

time is -0.032, which implies that the average rate of international normalized ratio test

of DVT disease is increasing inversely related to smoking cigars. The significant gender

effect and the value estimate is -0.176 indicates that as a unit of males patients of deep
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venous thrombosis disease increase the international normalized ratio test of DVT dis-

ease decreases by 0.176. In addition, the interaction of sex by time is significant and

the parameter estimate is 0.027, indicating that the rate of change of the average INR

in males is nearly higher by 0.03 as compared to females patients with deep venous

thrombosis. The average intercepts for the patients who had prolonged immobilize

and who did not have prolonged immobilize of deep venous thrombosis patients are

statistically different with the parameter estimate -0.095, which indicates deep venous

thrombosis patients who had prolonged immobilize have lower INR measure than those

who did not had prolonged immobilize (reference group) at baseline. Patients who have

a family history of deep venous thrombosis disease increase the international normal-

ized ratio test of deep venous thrombosis disease by 0.163 units. The average intercepts

for the age of deep venous thrombosis patients are statistically different with the pa-

rameter estimate 0.250, which indicates that as a unit of age increase the international

normalized ratio test of deep venous thrombosis disease increase by 0.250 times the

age of the patients.

In a similar manner, the estimated parameter for the intercept of APTT is 34.464

with a standard error of 4.223 represents an estimate of the average level of APTT at

time = 0 (during the first follow-up time). There is a significant difference between

patients who did not smoking cigar and who smoking cigar with the parameter esti-

mate 2.960, which indicates that as a unit of patients who smoking cigar increase the

activated partial thromboplastin time test of DVT disease increase by 2.960 times than

the patients who did not smoking cigar (reference group) at baseline. The parameter

estimate of the interaction for smoking cigars and time is -0.459, which implies that

the average rate of APTT increase is inversely related to patients who smoking cigars.

Deep venous thrombosis patients who drink alcohol and who did not drink alcohol

are statistically different with the parameter estimates of 2.003, which indicates that

as a unit of drink alcohol increase the activated partial thromboplastin time test of

deep venous thrombosis disease increase by 2.003 than that who did not drink alcohol

(reference group) at baseline. sex is not significant at baseline; this means that there

was no statistically significant difference in APTT measures at baseline for male and
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female of deep venous thrombosis patients and the interaction of sex by time is sig-

nificant and the parameter estimate is 0.472, indicating that the rate of change of the

average of APTT in males is nearly higher by 0.5 as compared to females patients of

deep venous thrombosis disease. The average intercepts for the patients who are pro-

longed immobilization and not prolonged immobilization of deep venous thrombosis

patients are statistically different with the parameter estimate -1.644, which indicates

that on average of deep venous thrombosis patients who prolonged immobilize have

lower APTT measure than not prolonged immobilization (reference group) at baseline.

A patient who has a family history of deep venous thrombosis, increases activated

partial thromboplastin time test of deep venous thrombosis disease by 2.810 as fam-

ily history of DVT increases units. The average intercepts for the age of deep venous

thrombosis patients are statistically different with the parameter estimate 3.083, which

indicates that on average the activated partial thromboplastin time test of deep venous

thrombosis disease is increased by 3.083 as age increase a unit.

The intercept of the random effects for both INR and APTT indicates that there

is variability between subjects at baseline. And the slope of random effects for both

INR and APTT indicates that there is variability within subjects over time. The cor-

relation -0.622 and -0.403 indicates, there is a negative correlation between intercept

and slope of linear time effect for the random part for INR and APTT, respectively.

In addition, from the random effects, the residual terms σ2
1 = 0.3325 and σ2

2 = 91.034,

indicates that variation within the deep venous thrombosis patients in different time

of INR and APTT measurements, respectively.
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4.6 Joint analysis of international normalized ratio and acti-

vated partial thromboplastin time test

In many situations, joint modelling of the multivariate longitudinal profiles is needed or

has additional advantages over the separate analyses of the different outcomes. First,

the association structure can be of importance. A possible question might be how the

association between outcomes evolves over time or how outcome-specific evolutions are

related to each other [35]. In a second situation, the aim can be to improve the results

of a discriminate analysis by using more than one longitudinally measured outcome.

In another situation, interest may be in comparison of average trends for different out-

comes.

A joint mixed effect model for the two measure (endpoints) of DVT measures INR and

APTT was fitted with an Autoregressive variance-covariance structure. This model

is the same as the separate model except the sets of random intercepts and slopes

for each response are now correlated rather than independent. This model was fitted

allowing for a linear time effect for each covariate that was selected as a fixed effect in

the separate linear mixed model. The subject specific random intercepts and random

slopes were fitted to account for within-subject correlations.
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Table 4.7: Parameter estimates and standard errors for the joint linear mixed effects
models of the INR and APTT outcomes for the final model.

Separate for INR Joint INR

Parameter Estms(s.e) p-value 95%CI parameter Estims(s.e) p-value 95%CI

β10 1.751(0.247) 0.0000 ( 1.265,2.237) β10 1.805(0.249) 0.0001 (1.314,2.295)

β11 0.048(0.016) 0.0041 (0.015,0.079) β11 0.046(0.015) 0.0083 (0.012,0.079)

β12 0.182(0.087) 0.0387 (0.009,0.352) β12 0.198(0.086) 0.0256 (0.024,0.371)

β13 0.045(0.051) 0.3600 (-0.051, 0.140) β13 0.045(0.050) 0.4050 (-0.056,0.137)

β14 -0.176(0.085) 0.0401 (-0.345,-0.008) β14 -0.174(0.083) 0.0752 (-0.325,0.016)

β15 -0.096(0.047) 0.0486 (-0.190,-0.001) β15 -0.096(0.047) 0.0541 (-0.189,0.002)

β17 0.163(0.082) 0.0447 (0.004,0.322) β17 0.160(0.080) 0.0667 (-0.010,0.311)

β18 0.252(0.094) 0.0089 (0.063,0.438) β18 0.261(0.092) 0.0161 (0.068,0.521)

β20 0.027(0.014) 0.0336 (0.002,0.052) β20 0.027(0.013) 0.0663 (-0.002,0.050)

β22 -0.032(0.013) 0.0142 (-0.058,-0.007) β22 -0.039(0.012) 0.0045 (-0.065,-0.012)

var(a10) 0.110(0.033) 0.0095 (0.039,0.226) var(a10) 0.119(0.034) 0.0002 (0.073,0.226)

var(b11) 0.002(0.001) 0.0067 (0.001,0.005) var(b11) 0.003(0.001) 0.0000 (0.002,0.006)

σ2
1 0.353(0.021) 0.0000 (0.315,0.397) σ2

1 0.323(0.018) 0.0000 (0.291,0.361)

Separate for APTT Joint APTT

Parameter Estms(s.e) p-value 95%CI parameter Estims(s.e) p-value 95%CI

β20 34.490(4.209) 0.0000 ( 26.208,42.771) β20 33.500(4.211) 0.0000 (25.216,41.785)

β21 0.695(0.290) 0.0109 (0.162,1.228) β21 0.757(0.285) 0.0084 (0.196,1.318)

β22 2.960(1.415) 0.0373 (0.175,5.745) β22 3.358(1.410) 0.0213 (0.503,6.212)

β23 2.004(0.837) 0.0175 (0.354, 3.652) β23 2.023(0.834) 0.0156 (0.388, 3.671)

β24 -2.009(1.390) 0.1494 (-4.745,0.727) β24 -2.548(1.424) 0.0748 (-5.352,0.257)

β25 -1.647(0.830) 0.0483 (-3.282,-0.012) β25 -1.483(0.826) 0.0737 (-3.109,0.143)

β27 2.811(1.321) 0.0341 (0.213,5.410) β27 3.405(1.320) 0.0122 (0.745,6.060)

β28 3.083(1.543) 0.0467 (0.045,6.121) β28 2.923(1.517) 0.0649 (-0.182,6.027)

β30 0.472(0.221) 0.0260 (0.057,0.888) β30 0.565(0.219) 0.0105 (0.134,0.995)

β32 -0.458(0.216) 0.0349 (-0.883,-0.033) β32 -0.523(0.223) 0.0200 (-0.963,-0.083)

var(a20) 28.134(8.948) 0.0299 (7.396,68.941) var(a20) 30.703(9.085) 0.0004 (18.518,60.583)

var(b21) 0.466(0.207) 0.0122 (0.229,1.421) var(b21) 0.938(0.222) 0.0000 (0.620,1.584)

σ2
2 91.034(5.7781) 0.0000 (86.630,109.44) σ2

2 88.959(4.857) 0.0000 (80.157,99.302)

comman parameter

Corr random effect ρ 0.7440 0.0052 (0.1462,0.8690)

−2log − likelihood 10765.7 10452.5

AIC 10781.7 10476.5
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The above result shows that same of the parameters are significant at 5% level of sig-

nificance except the sex, interaction term sex by time, prolonged immobilization and

alcohol user for INR and and sex and prolonged immobilization for APTT. Thus, the

variable age, smoking cigar are identified as positively associated with change in INR.

Smoking cigar, alcohol user and family history are the variable which are identified as

a positive risk factor for the change in APTT.

Similar to separate model interpretation previously the parameter estimate of joint

model interpretation is also the same. The fixed-effect intercept coefficient β10 =

1.805(S.E = 0.249) represents an estimate of the average international normalized ra-

tio at baseline time and excluding all covariates in the model. Similarly, the fixed effect

intercept coefficients β20 = 33.500(S.E = 4.211) represents an estimate of the average of

activated partial thromboplastin time test at baseline time and excluding all covariates

in the model. There is a significant difference between patients who smoking a cigar

and those who did not smoke a cigar at 5% level of significance for both INR and APTT

with parameter estimate β12 = 0.198(S.E = 0.086) and β22 = 3.358(S.E = 1.410) for

INR and APTT respectively, which indicates that patients who smoking cigar are more

affected with deep venous thrombosis disease increasing both INR and APTT measure

than patients who did not smoke a cigar (reference group) at baseline. The interaction

of smoking cigars by time is significant for both INR and APTT responses. The param-

eter estimates are β22 = −0.039(S.E = 0.012) and β32 = −0.523(S.E = 0.223) for INR

and APTT respectively, which implies that the average rate of INR and APTT test of

deep venous thrombosis disease are increase inversely related to patients who smoking

a cigarette. The average intercepts for the age of deep venous thrombosis patients are

statistically significant with the parameter estimate 0.261, which indicates that as a

unit of age increase the INR increase by 0.261, which means age was directly related

with international normalized ratio test of deep venous thrombosis disease. But age for

APTT is not significant at baseline; this means that age is not significantly related to

APTT. Deep venous thrombosis patients who drink alcohol and who did not drink al-

cohol are statistically different with the parameter estimate β23 = 2.023(S.E = 0.834),
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which indicates that as a unit of patients who drink alcohol increases, the APTT

test of deep venous thrombosis disease increase by 2.023 than patients who did not

drink alcohol (reference group) at baseline. But alcohol users for INR are not signif-

icant at baseline; this means that there was no statistically significant difference in

INR measures at baseline for patients who drink alcohol and do not drink alcohol.

It is statistically different between patients who have a family history of deep venous

thrombosis and who did not have a family history of deep venous thrombosis with the

parameter estimates of β27 = 3.405(S.E = 1.320), which indicates that patients who

have a family history of DVT, increase activated partial thromboplastin time test of

deep venous thrombosis disease than patients who did not have a family history of

DVT (reference group) at baseline. But the family history of deep venous thrombosis

for INR is not significant at baseline; this means that there was no statistically signifi-

cant difference in INR measures at baseline for patients who have a family history and

who did not have a family history. The interaction of sex by time is significant and the

parameter estimate is β30 = 0.565(S.E = 0.219), indicating that the rate of change of

the average of APTT in males is nearly higher by 0.6 as compared to females patients

of deep venous thrombosis.

4.6.1 Evolution of association and Association of evolution

Evolution of association and association of evolution used to answer the question how

the evolution of the INR is associated with the evolution of the APTT is typically

derived from the covariance matrix of the random effects and correlation matrix of

random effects. Using SAS PROC MIXED for joint model the estimated variance

covariance matrix and the estimate of correlation matrix for random effects and slopes

of both the INR and the APTT are provided in table 6.3 (Appendix A) and tabel 4.8

respectively.
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Table 4.8: Estimation of Correlation matrix for the final joint model.

INR APTT

Intercept Slope Intercept Slope

INR Intercept 1.0000 -0.7063 0.7163 -0.6452

Slope -0.7063 1.0000 -0.6897 0.7440

APTT Intercept 0.7163 -0.6897 1.0000 -0.6445

Slope -0.6452 0.7440 -0.6445 1.0000

The estimated Variance covariance matrix is given in table 6.3 (Appendix A) depicts

that, there is greater variability in APTT than INR. The random intercept in APTT has

a variance of 30.7031 while INR has a variance of 0.1189. There is negative covariance

between any intercept with random slope. Meaning that those who have larger intercept

encounter a lesser random slope. However, the covariance between random slopes is

smaller than the random intercept which is about 0.04. Eventually, there is smaller

variability in the international normalized ratio random slope. This is because a change

in time increases and a greater change was observed in APTT and INR shows a little

change. Also, the covariance’s for both APTT and INR are positive, which is indicative

of a positive correlation, which is seen in the estimated correlation matrix. With a joint

mixed-effects model is possible to investigate how the evolution of INR is associated

with the evolution of APTT. The AOE can be determined by reading the correlation

between the two slopes directly from the estimated correlation matrix (Table 4.8) or

it is determined from the variance-covariance matrix of a joint model by using the

equation as:

AOE =
Cov(b1, b2)√

var(b1)× var(b2)
=

0.0420√
0.0034

√
0.9376

= 0.743995 ∼= 0.7440

Here the AOE between the random slope for INR and the random slope for APTT is

0.7440. Thus, the larger positive value suggests a positive strong association between

the evolution of international normalized ratio and activated partial thromboplastin

time tests.
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It is also possible to determine how the association between INR and APTT evolves over

time, the evolution of the association (EOA). The EOA can be used for investigating

the association between the INR and APTT how they evolved over time. The EOA

can be determined, and then visualized, using the marginal correlation between INR

and APTT.Thus, the EOA at t=0 is determined by using the equation below:

rM(t) = EOA =
0.7163√

1 + 0.323×
√

1 + 88.959
= 0.06565877 ∼= 0.0656

From results we see that the weakest correlation is 0.0656 at baseline, and this asso-

ciation slightly increases over time. Also, it can be determined by plotting marginal

correlation over time. The below marginal correlation plot depicts that, there is slowly

increasing of evolution of the association between INR and APTT over time. Generally,

there is evidence that time has reasonable effect on association of evolution of both

outcomes.

Figure 4.3: Evolution of the association for response variables over time

53



4.7 Comparison of separate and joint model

Most statistical models for repeated data are restricted to analysis of only single out-

come variable. Those approaches are not flexible when the research question focuses

on: the association structure of different outcomes, to test homogenous effect of a co-

variate across different outcomes and to model joint model for different outcomes. In

order to answer such type of research question, [35] provided detailed explanation on

joint modeling.

In this study, both separate and joint mixed effect models have been considered and

parameter estimates for the separate and joint models are summarized in table 4.7.

Technically, the separate models were fitted for two outcomes together, but assuming

that ρ = 0, which entirely equivalent to fitting the two independent models separately

as results were shown in above table 4.6. It also allows for a single likelihood for the

model parameters enabling direct comparison with the correlated bivariate model fitted

subsequently. Clearly, INR and APTT show a strong positive relationship as evidenced

by the correlation of the random effects in joint mixed models. In addition, likelihood

comparison shows a convincing improvement in model fit, when random effects are

allowed to correlate.

Comparing the separate and joint models, although parameter estimates for both out-

comes are nearly equivalent, small changes are observed in parameters of some covariate

and insignificant cases. By comparing the results from the separate settings to the re-

sults from joint settings, there are several points of interest. The -2 log-likelihood

value corresponding to the two separate models (fit as a joint model with appropriate

covariance terms equal to zero) is equal to 10765.7. The -2 log-likelihood value for the

joint model is 10452.5. A likelihood ratio test indicated that the joint model provided

a significantly better fit than the two separate models (X2 = 5030.21, df =8, p-value

< 0.0001). With regards to Akaike’s information criterion (AIC), the joint model (AIC

= 10476.5) is also indicated as a better fit than the separate model (AIC = 10781.7).

Comparing the separate and joint models all parameter estimates for both continuous
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response variables are almost the same, except for small changes. Notice how the joint

model two measure of deep venous thrombosis i.e. INR and APTT seem to decrease the

variability in the random effects, this can be seen in table 4.7. Taking into account the

standard errors for the variance and covariance estimates, the joint model in general al-

lowed for more accurate prediction (small errors) of the variability in the random effect.

Comparing the fixed effects for the separate and joint mixed models have some im-

portant things in the case for the two measure of DVT patients. Comparing the

covariates between two types of models will yield further information of interest. Both

the separate and joint models found a significant relationship between baseline age with

INR. The age was positively associated with both INR models (β18 = 0.252 compared

to 0.261), however, the SE (0.094 compared to 0.092) is smaller for the joint model,

hence the 95% CI is also tighter for the joint model. Similarly, both the separate and

joint models found a significant relationship between patients who smoking cigars and

the measure of DVT. Patients who Smoke cigars were positively associated with INR

(β12 = 0.182 compared to 0.198) and the 95%CI (0.009, 0.352 vs 0.024, 0.371) was

also equally tighter for both models and Who smoke cigar was also positively asso-

ciated with APTT (β22 = 2.960 compared to 3.358) and the 95%CI (0.175, 5.745 vs

0.503, 6.212) was also equally fitted for both models. Patients who drink alcohol were

positively associated with APTT (β23 = 2.004 compared to 2.023), hence, the 95%CI

(0.354, 3.652 vs 0.388, 3.671) was best fitted for joint model relatively to patients who

did not use alcohols. Family history who have a history of DVT found to be positively

associated with both separate and joint models with APTT (β27 = 2.811 as compare to

3.405), hence, the 95%CI (0.213, 5.410 vs 0.745, 6.060) was also tighter for joint model

relatively to patients who did not have a family history of deep venous thrombosis

disease.

55



4.8 Assumption of model diagnostic checking

The most useful methods that are used for diagnostic checking of the model are plots

of the residuals vs fitted values, QQ-Plot, and the probability plot of estimated ran-

dom effects. The primary quantities used in diagnostic checking were the within-group

residuals which are defined as the difference between the observed response and the

within-group fitted values. Different diagnostic checking plots for the final separate

mixed linear models of international normalized ratio and activated partial thrombo-

plastin time test measures of deep venous thrombosis are presented in Appendix B.

According to figure 6.1 and figure 6.2, the plot of fitted versus standardized residu-

als for INR and APTT respectively, even if there are some outliers, it was indicated

that the variability of the errors in both INR and APTT were almost nearly constant.

That means the errors did not far deviate from each other. The horizontal line passes

to the center of the residual vs fitted point. The point above and below horizontal

lines are almost constant. The plot shows that for both INR and APTT normality as-

sumptions of the error term are satisfied. Similarly, according to the probability plots

those which shown in figure 6.3 and figure 6.4, even if the points were compacted at

the two end tails for both outcomes INR and APTT, the normality assumption was

supported through the upward nearly straight line of normal plots. Similarly, based on

the normal probability plots of random effects with the subject (ID) specific random

intercepts and random slopes those are shown in figure 6.5 and figure 6.6, even if it

seems a slight deviation of normality at the bottom tail on the random slope (Time) for

INR that is not that much worse deviation. Hence, there is no problem with normality

assumptions of both random intercepts and random slopes for both INR and APTT

models and the normality assumption of model diagnostic checking are almost fulfilled.
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4.9 Discussion

This study conducted to investigate the relation between international normalized ra-

tio and activated partial thromboplastin time test of deep venous thrombosis patients.

There were two methods of model were considered to fitting the two response variables

measured longitudinally, a separate linear mixed effects model and a joint model. Since

a joint model building usually starts from separate models for each component, initially

each data are analyzed separately. Such separate analysis is preferred for several rea-

sons. Firstly, it helps to specify the mean response of the model. Secondly, the random

effects and fixed effects to be included in the linear mixed effect model can be easily de-

termined, and thirdly initial values to be provided for the joint models can be obtained.

Before fitting the linear mixed model and joint model for the two response INR and

APTT test of deep venous thrombosis patients, exploring the data analysis have been

explored to understand the data structure and determine the relevant modeling ap-

proaches. From individuals profile plot, we observed the existence of variability in

both INR and APTT within and between individuals. The exploratory analysis result

for mean structure also suggested that on average, both INR and APTT measures

slightly increesing in a linear pattern over time.

In this paper, the separate linear mixed analysis of the international normalized ratio

and activated partial thromboplastin time test, fixed and random effect components

were selected to include in the model. In both separate model, linear mixed model

with intercept and slope were selected as best model with small values of AIC. The

variables included in the model are determined using backward variable selection meth-

ods. Then, nine covariates and some interaction term by time were considered in the

model, of these, living condition and place of residence and place of residence with its

interaction term by time were not found to be statistically significant for INR. Simi-

larly, living condition and place of residence and place of residence with its interaction

term by time were not found to be statistically significant for APTT models. Those

insignificant terms could be removed from the final model. Thus, the final model fitted
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with both continuous and categorical covariates such as: time, age, sex, family history,

immobilize, alcohol users, smoking cigar and interaction of time with sex and smok-

ing cigar. The correlation structure used in this model were unstructured covariance,

compound symmetric covariance and autoregressive structure of order one, AR (1)

were used and compared using AIC in order to model dependence among observations.

Then, the covariance structure having small AIC value was accepted to be the best.

Thus, autoregressive structure of order one which had small AIC value of 2241.743 for

INR and for 8526.072 APTT was the most appropriate covariance structure for both

INR and APTT of the model.

In this study, a joint model using random-effects was used in a bivariate setting with

longitudinally measured continuous outcomes. The two outcomes were tied together

by a common distribution for the random intercepts and slopes. The aim of the joint

model able to answer additional important questions about the association in the evo-

lutions of the responses as well as the evolution of the associations [35]. Two aspects

of the relation were investigated: the association between the evolutions and the evolu-

tion of the association. Results of the joint model suggested a very strong association

between the evolutions and a slowly increase evolution of the association between INR

and APTT. Therefore, the joint mixed effect model was better fit than two separate

random effect models. This finding is consistent with the previous literatures that was

studied by Thibauta [65] on bivariate mixed effect model or first-order autoregressive

process and independent measurement error for both markers of CD4 and HIVRNA

in HIV patients with (p − value < 0.0001). This finding was also similar with the

study of Ferrari and Cribari-Neto [66] who studied on application of joint models for

resistance and prevalence a strong correlation between percentage resistant and preva-

lence and that both increase with time. The correlation is estimated to be 0.95, with

95% confidence interval [0.414, 0.997] showing that the correlation is significant. The

finding indicated that the correlation between two response was positively significant

association of evolution.
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The covariates considered in this thesis were time, age, sex, family history, immo-

bilize, alcohol users, smoking cigar, living condition and place of residence . Then,

after removing insignificant covariate the final model fitted with time, age, sex, family

history, immobilize, alcohol users, smoking cigar and interaction of sex and smoking

cigar with time in both separate and joint analysis. Descusion of all the covariate with

related studies were.

The result of this study revealed that age of patients were significantly associated

with both INR and APTT, which indicates that age was positively affects patients

with deep venous thrombosis. This finding was supported with study done in jimma

university [26] using a prospective cohort study shows that, the patients whose age

greater than 35 were significantly associated with recurrence of DVT. A similar result

was found in Addis Ababa [25]. Similarly, our study was supported with the study

done at Sudan University of Science and Technology [40] from the study age was a

significant difference between the mean age of DVT patients and healthy controls. Also

Yang et al. [78] agree with current study which reported that increasing age was a risk

factor for postoperative DVT after spine surgery. This finding was supported with

study done by Eman Saleh et. [79] who stated that age were associated significantly

with prevalence of deep vein thrombosis.

The findings of this study implied that alcohol consumption were linked with increasing

DVT by increasing APTT two times. The finding was supported by studies done in

Jimma University by Abera et al. [51], the study found that being unspecified amount

of regular alcohol consumption were increased in the development of DVT recurrence,

approximately two times. Similar finding were found from San Diego, California, USA

[48], where high maximum alcohol use is the behavior most linked to increased risk of

DVT recurrence. It is evidenced that alcohol promoting oxidative stress and mitochon-

drial toxicity are associated with tissue injury and cell death. This triggers coagulation

activation, via exposure at the cell surface of phosphatidyl serine [49].
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This study also showed that among gender male patients of deep venous thrombo-

sis had a negative effect on the INR, which indicates that male were major risk factor

of deep venous thrombosis. This finding in line with study done at Minnesota by Heit

et al. [45] and another one prospective cohort study done by Moreno et al. [47]

did not agree with the finding, the result found that being male were significant risk

predictor for increasing DVT occurrence and another finding Research and Practice

in Thrombosis and Haemostasis using prospective cohort study at hematology depart-

ment of Switzerland university by Nagler et al. [46], not agree with the this study,

which showed that male sex increased risk of DVT occurrence. This difference is most

probably reflected due to different sample size, method of data analysis and effects of

covariates used in the study.

Similarly, the finding of this study show that prolonged immobilization had significant

effect on both INR and APTT, which implies that patient who had a prolonged im-

mobilization was negatively associated with the risk of deep venous thrombosis . This

finding is not agree with the a study done at Dakar (Senegal) by Awa.O et al. [53].

Similarly, the study not agree with study done by Engbers et al. [54], who stated

that the highest risk of thrombosis was found for immobilisation during hospitalisation

(OR 48.7; CI95 6.6-361.0), and the risk of thrombosis out-of hospital was 15-fold in-

creased within the two weeks after hospital discharge, and the risk remained increased

for 3 months after hospital discharge. In addition, the finding of this study not sup-

ported with the study conducted in Addis Ababa by Haile et al. [25], who found

that prolonged immobilization was considered as risk factor of deep venous thrombo-

sis. A similar study done by partsch [77] who says that immobilization had significant

association with recurrence of DVT. This difference is most probably reflected due to

different sample size, method of data analysis and effects of covariates used in the study.

In this study, patients with family history of DVT had increased both INR and APTT

than patients with deep venous thrombosis who were not had family history of DVT.

The study also identifies that patients who had family history of DVT were associ-

ated with increasing INR and APTT than patients who did not had family history of
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DVT.This implies that patients with family history of deep venous thrombosis easily

affected with deep venous thrombosis. This is consistent with the findings of another

study done in University of Khartoum by Gader et al. [5], who stated that family

history of DVT is the higher risk factor of deep venous thrombosis. This study is

also consistent with the study conducted by Ms Bezemeret al. [52], who stated that

positive family history of DVT increased the risk of deep venous thrombosis more than

2-fold (odds ratio [95% confidence interval], 2.2 [1.9-2.6]) and up to 4-fold (3.9 [2.7-5.7]).

Furthermore, our study found that patients who smoking cigarette had increased INR

and APTT than patients with deep venous thrombosis who were not smoking cigarette.

Which implies that patients who smoke cigarette were more affected by deep venous

thrombosis. This finding was similar with the study done by Cheng YJ et al. [50],

the Studies had shown that cigarette smoking is associated with an increased risk for

DVT. Similarly, a study conducted in Jimma University by Mulatu et al. [51], who

found that Current Smoker patients was linked with increases in the development of

DVT recurrence.
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5 CONCLUSION AND RECOMMENDATION

5.1 Conclusion

In this study two methods of model were considered for fitting two response variables

measured longitudinally. But, the main aim of this thesis was to develop joint mixed

effects model for two measures of deep venous thrombosis ( international normalized

ratio and activated partial thromboplastin time test) as outcome variables. The joint

model is the best model as compared to the separate model because its standard error

of the parameter estimates is smaller. And also, the joint model has a very smaller AIC

and BIC value which indicates that it fits the data better than the separate model.

Hence, the joint model is not only the best model but also it gives a better fit to the

data well. In addition, joint analysis output for association of evolution shows that,

the two responses are strongly positively correlated for evolution and the correlation

was statistically significant. Thus, the joint mixed effect model was preferred because

the joint mixed effects model is more flexible in allowing separate fixed and random

effects for each response INR and APTT through appropriate choice of potential risk

factors (covariates) or fixed effect and random effects. Autoregressive of order one was

preferred to fit both separate and joint mixed effect model because it has the smallest

values of AIC and BIC in both model as compared to others covariance correlation

structures.

In separate analysis of linear mixed model for international normalized ratio and acti-

vated partial thromboplastin time ,the covariate like time, smoking, sex, immobiliza-

tion, family history of DVT, age and interaction of sex and smoking with time was

significantly associated with INR and time, smoking, alcohol users, immobilization,

family history of DVT, age and interaction of sex and smoking with time was statically

associated with APTT. Out of those covariates time, smoking, family history of DVT

and age were found to be positively associated with INR, but sex and immobilization

was negatively associated with both INR and APTT. Similarly, time, smoking, alcohol

user, family history of DVT and age were found to be positively associated with APTT.
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Hence, those covariate were associated with the occurrence of deep venous thrombosis.

In joint analysis of both responses, the covariate time, smoking and age was posi-

tively associated with INR, but the interaction of smoking with time was found to

be negatively associated with INR. time, smoking, alcohol users and family history

of DVT were found to be positively associated with acivated partial thromboplastin

time test of deep venous thrombosis. Out of those covariates smoking were found to

be positively associated with both outcomes in both separate and joint mixed model.

Finally, it is concluded that, joint modeling of longitudinal bivariate responses is nec-

essary to explore the association between paired response variables of INR and APTT

over time. A usual problem with the joint modeling is failing to convergence because

of large number of association parameter to estimate.

5.2 Recommendation

• The joint model is address the same questions as separate model with more

accuracy by addressing additional questions that may be of great interest to the

researcher, such as the association of evolution and the evolution of association of

the responses. So, fitting joint model is recommended for researchers to any types

of multivariate response variables for evaluating correlation and rate of changes

over time.

• Physicians should be encourage to carry out and stratify patients based on target

long-term anticoagulant therapy to those patients at highest risk for DVT.

• Quit/Stopping drinking alcohol habits is recommended to individual who drink

alcohol in order to reduce the cause of deep venous thrombosis.

• Based on the results from the present study, increasing physical activity is rec-

ommended to individuals with long periods of immobilization to decrease the risk

of developing deep venous thrombosis.

• Patients who smoke cigarette habits more affected by deep venous thrombosis.

Therefore, individuals should work against such bad habits and avoid places and
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situations that associate with smoking. Hang out with non smokers or go places

that don’t allow smoking (like sport, museums, shops or libraries).

• Health workers should be record all the necessary variables during follow up time

to see the change of the disease within and between subjects overtime.

Limitation of the study

This thesis is not done without limitation. In Ethiopian context repeated (longitudi-

nally) measured data were not extracted well and it is very limited to specific area

to obtain, in spite of this, it is preferred to extract data from medical cards of those

already visited and registered at the respective hospital. Another some potential risk

factors or covariates which may have high influence on deep venous thrombosis which

were mentioned in some literatures may not measured in the data . In addition to this,

there is no related published paper on this area in our country to the best knowledge of

researcher, by using joint modeling to compare and contrast the results of this finding.
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6 Appendix

6.1 Appendix A

Table 6.1: Parameter estimates of linear model for INR

Effect Estimate Std. Error t value Pr(> |t|)

(Intercept) 1.5741447 0.1186139 13.271 < 2e− 16 ∗ ∗∗

LivingcoAlone -0.0115356 0.0452443 -0.255 0.7988

Age -0.0017944 0.0017314 -1.036 0.3003

Time 0.0148809 0.0129583 1.148 0.02511 *

Sexmale 0.1553022 0.0809772 1.918 0.0354 *

AlcoholYes 0.0473151 0.0416456 1.136 0.2561

FamilyHYes -0.1722236 0.0742400 -2.320 0.0205 *

ImmobilizeYes 0.0826543 0.0409880 2.017 0.0440 *

SmokingYes 0.1405267 0.0827030 1.699 0.0496*

placeRural 0.0812740 0.0688878 1.180 0.2383

Time:Sexmale 0.0241490 0.0116952 2.065 0.0392 *

Time:FamilyHYes 0.0192337 0.0104569 1.839 0.0661

Time:SmokingYes 0.0275250 0.0120104 2.292 0.0221 *

Time:placeRural -0.0003027 0.0099145 -0.031 0.9757
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Table 6.2: Parameter estimates of linear model for APTT.

Effect Estimate Std. Error t value Pr(> |t|)

(Intercept) 37.037402 1.995959 18.556 < 2e− 16 ∗ ∗∗

LivingcoAlone -0.411119 0.761342 -0.540 0.58931

Age -0.036148 0.029135 -1.241 0.21499

Time 0.200520 0.218055 0.920 0.35799

Sexmale -2.292662 1.362633 -1.683 0.09275 .

AlcoholYes 1.873633 0.700785 2.674 0.00761 **

FamilyHYes -2.583312 1.249264 -2.068 0.03889 *

ImmobilizeYes 1.415567 0.689719 2.052 0.04037 *

SmokingYes 2.779343 1.391674 1.997 0.04606 *

placeRural 0.573699 1.159200 0.495 0.62076

Time:Sexmale 0.482060 0.196799 2.450 0.01446 *

Time:FamilyHYes 0.158171 0.175962 0.899 0.36891

Time:SmokingYes 0.388140 0.202104 1.920 0.05505 .

Time:placeRural 0.007199 0.166835 0.043 0.96559
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Table 6.3: Estimating variance-Covariance matrix for the final joint model.

INR APTT

Intercept Slope Intercept Slope

INR Intercept 0.1189 -0.0142 1.3687 -0.4788

Slope -0.0142 0.0034 -0.4892 0.0420

APTT Intercept 1.3687 -0.4892 30.7031 -3.4581

Slope -0.4788 0.0420 -3.4581 0.9376

6.2 Appendix B

Figure 6.1: Plot of Residual versus Fitted Values for INR
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Figure 6.2: Plot of Residual versus Fitted Values for APTT

Figure 6.3: qq-Plot for Normality of INR

Figure 6.4: qq-Plot for Normality of APTT
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Figure 6.5: plot of normal Probability of Random Effect for INR

Figure 6.6: plot of normal Probability of Random Effect for APTT
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