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Abstract

At this time, the number of social media users is increasing rapidly worldwide and in Ethiopia.

So the use of social media becomes an essential tool for communication, increase tremendously

in recent years. But this advancement also opens doors for trolls who poison these social media

by their offensive and hate speech toward others. As a solution to this problem, this research

proposed offensive and hate speech detection for Amharic text using a deep learning model.

An offensive and hate speech data were collected from the Facebook and YouTube public page

and manually labeled into hate speech, including their targets. Offensive language and not hate

speech classes. The final dataset consists of 10,125 posts and comments. In recent times, Deep

learning models such as Convolutional Neural Networks and Recurrent Neural Networks have

been applied to offensive and hate speech detection with impressive results. The Convolutional

neural networks are good at extract local information but cannot better express context informa

tion. Recurrent Neural Networks, on the other hand, can extract context dependencies and have

a good classification effect, but training takes a long time. In this research, we used a combined

CNNRNN structure to use the strength of both CNN and CNN. The convolution layer will

extract local features, and the GRU layer will use the sequence of those features to learn about

the input. The feature maps extracted and learned by CNN and GRU are passed to SoftMax and

machine learning classifiers such as SVM and RF classifier to generate the final classification.

We used word2vec and Fasttext word embeddings with Cbow and skipgrammodel architecture

to represent words as vectors. The Best results obtained from Fasttext (Skipgram) and CNN

GRUSVM model with an accuracy of 95.56%, the precision of 95.33%, recall of 95.44%, and

F1 a score of 95.37% to classify comments and posts into religious hate speech, ethnic hate

speech, offensive language, and not hate speech. However, the models lead to misclassifying

offensive language as not hate speech class. Generally, replacing the SoftMax layer with an

SVM classifier achieves good performance for offensive and hate speech detection including,

the target of hate speech for the Amharic language.

Key Words: Hate speech, Offensive language,word2vec, Fasttext, Deep learning, Amharic

text



CHAPTER 1

Introduction

1.1 Background

At this time, the number of social media users is increasing rapidly across the globe. Facebook,

as the market leader, in April 2019, had 2.271 billion monthly active users, and YouTube is

the second market leader, and it had 1.9 billion monthly active users1. In Ethiopia, the number

of social media users has also increased, with Facebook, YouTube, and Twitter being the most

wellknown social media sites in terms of user numbers 2. The above result shows that social

media is an important communication platform for internet users to share thoughts, knowledge,

get pieces of information, and give their ideas for something in terms of posting or commenting.

Unfortunately, hate speech and offensive language can disseminate easily and quickly and leads

to conflict between peoples [1, 2].

Although hate speech is protected under the provisions on freedom of speech in some countries,

such as the United States, Canada, France, the United Kingdom, and Germany, laws prevent it

from promoting violence or social disorder. Social networking sites services such as Facebook

and Twitter have been criticized for not having done enough to restrict the use of their services
1Most used social media platform. Retrieved August 31, 2019, from

https://www.statista.com/statistics/272014/globalsocialnetworksrankedbynumberofusers/
2Social media STATS ETHIOPIA. (n.d.). Retrieved August 31, 2019, from https://gs.statcounter.com/social

mediastats/all/ethiopia

1
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to harm people belonging to a specific race, minority, etc. However, they announced that they

would seek to fight against racism and xenophobia. However, existing methods, such as Face

book and Twitter, have so far been to address the problem with manual effort, relying on users

to submit offensive comments3. Not only does this require a great deal of action on the part of

human annotators, but there is also a risk of discrimination on the grounds of subjective judg

ment. Besides, a nonautomated task performed by human annotators would have a significant

impact on response time, as a computerbased solution can achieve this task much faster than a

human.

In essence, the Amharic languages are one of Ethiopia’s widely spoken languages and working

languages. The language is written lefttoright and has a unique script that lacks capitalization

and 275 characters, primarily consonantvowel pairs. It is the secondlargest Semitic language

after Arabic and spoken by the population as the first or sec and language [1, 3]. Amharic is

still a language for which very few computational linguistic resources have built, and very little

has been done to make useful higherlevel Internet or computerbased applications. There are

very few studies on identifying hate speech in the Amharic language; only four previous works

[1, 2, 4, 5] on this issue have carried out.

This research creates a new dataset of posts and comments from the Facebook public page and

comments from the YouTube public page. We also proposed a hybrid CNNGRUSoftMax,

CNNGRUSVM, and CNNGRURF, models and multiple word embeddings methods for of

fensive and hate speech detection, including the target of hate speech for the Amharic language.

1.2 Research Motivation

This study’s motivation comes first from the increasing impact and popularity of the topic of

hate speech. Hate speech is forbidden by law, characterized by known hate crimes, and therefore

each country has its rules approved against such crimes. Also, the European Union Commission
3Press A. (2016, February 26). Zuckerberg in Germany: No room for hate speech on Facebook. Ac

cessed September 01, 2019, https://www.dailymail.co.uk/wires/ap/article3465562/Zuckerbergnoplacehate
speechFacebook.html

2
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has established several strategies to reduce hate speech and has instructed Facebook, Twitter,

YouTube and Microsoft to eliminate any hate speech from their platforms in less than 24 hours
4. Ethiopia has also recently passed a law. The purpose of the law is to restrict individuals from

speaking in a manner that encourages violence, promotes hatred and discriminates against a

person or a group. The legislation prevents the spread of hate speech by broadcasting, publishing

or using text, image, audio or video on social media 5. The proposed rule is not automated,

Which makes automatic hate speech detection method is required to tackle the problem of hate

speech.

Secondly, the scientific study of hate speech and offensive language is recent from a computer

science perspective. There are no tools that remove hate speech and o�ensive language auto

matically, and the is no sufficient amount of dataset about hate speech and o�ensive language

in low resourced language. Social media sites have different approaches for removing content

that violates their terms and conditions. They often depend on their users to report disturbing

content, which is then reviewed by moderators who decide if the content should be removed

or not. This manual approach scales poorly and quickly becomes infeasible as the amount of

usergenerated data grows larger every day. Although systems that can automatically detect

unintended content solve the scalability problem, it is crucial that online communities preserve

freedom of speech. The availability of shared resources, such as guidelines, annotated datasets,

and algorithms, is a critical step towards the automated identification of hate speech and offen

sive language.

For this reason, this research has been motivated to examine offensive and hate speech iden

tification for Amharic language using deep learning algorithms. The detection of online hate

speech and abusive language is critical to address actual hate crime. It also contributes to de

veloping a better detection system and reduces hate speech and offensive language datasets for

future studies.
4Alex Hern, ”Facebook, YouTube, Twitter and Microsoft Sign EU Hate Speech Code,” May 31, 2016,

https://www.theguardian.com/technology/2016/may/31/facebookyoutubeTwittermicrosofteuhatespeech
code

5Admin,ፌደራል ነጋሪት ጋዜጣ, accessed August 4, 2019, https://webcache.googleusercontent.com/search?
HATESPEECHANDDISINFORMATIONPREVENTIONANDSUPPRESSIONPROCLAMATION.pdf

3
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1.3 Statement of the problem

The data spread in social media can be positive or negative, and hate speech and offensive

language are toxic or destructive information disseminating on social media. The sharing of

hate speech and offensive language on social media carried by a single person, activists, or

organizations, and the targets can be a single person or groups. Spreading hate speech is a

destructive action that can have some harmful effects, such as discrimination, social conflict,

and even human genocide [6]. One of the most terrible genocides caused by the act of spreading

hate speech was the 1994 Tutsi ethnic genocide in Rwanda [7].

According to [8], Ethiopia is one of the African countries currently experiencing problems due

to hatred spread by social media. The level of hate speech continues to rise, ethnic tensions

in countries keep rising both inside and outside the country. Controlling hate speech content

manually in social media like Facebook and YouTube is problematic because it utilizes much

time and requires much human power. Many studies have been done, on detecting hate speech

and offensive language in English, German, Arabic, and other languages, but only a few stud

ies have been done on hate speech detection in Amharic[1, 2, 4, 5]. The main reasons are the

Amharic language’s morphological richness and complexity, spelling variation, character re

dundancy, and lack of texts available on the web. The first three study [1, 2, 4] used a binary

class dataset to classify posts or comments into hate speech or not. Considering hate speech as a

binary problem leads to a nonhate expression that may contain offensive language to classified

as hate speech [9]. The last study [5] researched hate speech and offensive language detection,

but according to [6], hate speech has a specific target, category, and level. Hate speeches can

belong to a particular category, such as ethnicity, religion, race, sexual orientation, etc.

This study built an Amharic post and comments dataset and utilized a deep learning algorithm

with different word embedding for offensive language and hate speech detection, including

detecting the target of hate speech. This study addressed the problem by answering the following

questions:

4
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• How the deep learning models separate offensive language and hate speech, including

their targets from normal language?

• Which features extraction methods and classification layers are better for Amharic text

offensive language and hate speech detection including, the target of hate speech?

1.4 Objective of the study

1.4.1 General Objective

Our research’s main objective is to develop a deep learning algorithms that can detect hate

speech, including the target of hate speech and offensive language for the Amharic language on

social media.

1.4.2 Specific Objectives

To achieve the general objective, we set the following specific objectives.

• To review related works in other languages with a different approach to have a conceptual

understanding of the stateoftheart for Amharic text offensive and hate speech detection.

• To develop an offensive and hate speech dataset for the Amharic language.

• To design a deep learning model for Amharic text offensive and hate speech detection.

• To compare the accuracy of different word embedding types and classification layers.

5
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1.5 Scope and Limitation of the Study

This study will only focus on hate speech and offensive language detection of comments and

posts expressed only in text and written in the Amharic language on social media, such as Face

book and YouTube. The use of memes, audios, and videos within comments not considered.

1.6 Significance of the Study

Although hate and offensive speech is not a new thing; it dominated by social media usages such

as Facebook, YouTube and Twitter, the problem is becoming more prominent and visible than

ever before. More and more people are now exposed to hate crimes, and social media platforms

are acting as an engine for these malicious activities. Thus, the impact of the accurate detection

of such hate and offensive speech is immense, and many areas of application will be profoundly

affected. Some of the implications given below:

• Hate speech is certainly a common phenomenon on the Internet [10] and can cause serious

harm to individuals in extreme cases. Thus, the importance of identifying and managing

hate speech is evident from the apparent association between hate speech and actual hate

crimes.

• The classification of posts or comments on social media platforms into hate speech and

offensive language could be used as a data source by legal organizations to address this

problem.

• Such systems could be adapted in other areas, such as police investigation, genderbased

violence, counterterrorism or cyberbullying prevention, thus enhancing the knowledge

and capabilities of such organizations to identify potential criminal content.

• Prediction and advanced warning systems could allow us to take early action against the

possible impact of hate crimes caused by the original hate speech.

6
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• Automatic detection and removal of harmful content from the social media platform is a

direct application, ensuring moderate users’ integrity.

1.7 Thesis Organization

This study organized into six chapters in the following ways:

Chapter one, Discussed above, it includes the introduction of the study, motivation, and state

ment of problems, the research questions answered in the proposed solutions, the scope and

limitation, the objective of the study, and the significance of the study.

Chapter two, Presents the definition of hate and offensive language. It also presents hate speech

on social media and Ethiopia and methodologies used in hate speech detection such as feature

extraction, machine learning and deep learning classifiers. It discussed an overview of the

Amharic language. Finally, it discussed the related work.

Chapter three. This chapter explains the detailed process for our dataset generation. We

present the data sources, data collection, and preprocessing techniques. We described the anno

tation followed by annotation guidelines we proposed to ensure our proposed corpus’ quality.

We finished this chapter by exploring the different characteristics of the proposed dataset.

Chapter four. This chapter explains the proposed hybrid CNNGRU deep learning model for

Amharic hate speech and offensive language detection. After that, we describe the languages,

libraries and the experimental setup. We also presented the parameters for the proposed CNN

GRU models. After that, we explain various evaluation metrics used to measure the perfor

mance of our model.

Chapter five. In this chapter, we present our experimental results and discussion for our pro

posed hybrid deep learning.

Chapter six. This chapter presents the conclusions and some suggestion for future work.
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CHAPTER 2

Theoretical Background and Related Work

2.1 Introduction

This chapter summarises the work done so far on the detection of hate speech and offensive

language. We address the topic systematically, providing theoretical and practical aspects and

giving an overview of the most recent approaches. In section 2.2, we define Hate Speech and

offensive language. We processed the discussion of hate speech on social media in section 2.3,

and 2.4 automatic hate speech and offensive language detection approach are presented. In

section 2.5, Characteristics of the Amharic language described. Finally, the previous research

on automatic hate speech detection in Amharic and English showed in section 2.6.

2.2 Definition of hate speech and offensive language

2.2.1 Definition of hate speech

Different organizations and scholars have defined hate speech based on different perspectives

over the year. Some of the most influential definitions of hate speech presented below:

Code of conduct, between E.U. and companies, defines hate speech as ”All conduct which
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publicly incites violence or hatred directed toward a group of persons or a member of a group

characterized by reference to race, colour, religion, descent or national or ethnic origin” .1.

ILGAEurope 2010 , defined hate Speech is a public expression that spreads, incites, promotes

or justifies hatred, discrimination or hostility towards a particular group. They add to a global

climate of intolerance which, in turn, causes attacks toward these organizations more likely2.

Ethiopia law , defined Hate speech means speech that intentionally encourages hatred, discrim

ination or attack on a person or a discernible identity group based on ethnicity, religion, race,

gender or disability;3.

Facebook, defined hate speech as ”Content that targets people based on their real or perceived

race, ethnicity, national origin, religion, sex, gender or gender identity, sexual orientation, dis

ability or disease are not permitted. However, we allow for clear attempts at humour or sarcasm

that might otherwise mention a possible threat or attack. It includes Content that many people

may find to be in bad taste (e.g. jokes, standup comedy, popular song lyrics, etc.).” 4.

Twitter, defined hate speech as ”Hateful conduct: You may not encourage violence against

or directly attack or threaten others based on race, ethnicity, religious affiliation, age, national

origin, sexual orientation, gender, gender identity, disability. We also do not permit accounts

whose main purpose is to cause harm to others based on these categories.” 5.

YouTube, define hate speech as ”We support free speech and try to protect your right to express

unpopular opinions, but we do not tolerate hate speech. Hate speech leads to Content that

encourages violence or hatred against individuals or groups based on characteristics such as race

or religion, ethnic origin, disability, gender, age, veteran status and sexual orientation/gender
1Alex Hern ”Facebook YouTube Twitter and Microsoft Sign E.U. Hate Speech Code,” May 31, 2016,

https://www.theguardian.com/technology/2016/may/31/facebookyoutubetwittermicrosofteuhatespeech
code.

2”Hate Crime &amp; Hate Speech,” accessed September 2, 2019, https://www.ilgaeurope.org/whatwe
do/ouradvocacywork/hatecrimehatespeech.

3Admin,ፌደራል ነጋሪት ጋዜጣ, accessed August 4, 2020, https://webcache.googleusercontent.com/search?
HATESPEECHANDDISINFORMATIONPREVENTIONANDSUPPRESSIONPROCLAMATION.pdf

4”Community Standards,” Facebook, accessed September 14, 2019, https://www.facebook.com/community
standards/hatespeech

5”Hateful Conduct Policy,” Twitter (Twitter), accessed September 8, 2019, https://help.twitter.com/en/rules
andpolicies/hatefulconductpolicy.
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identity. There is a distinct boundary between what is and what is not considered hate speech.

For example, it’s generally okay to criticize a nationstate, but not all right to make hateful,

hateful comments concerning a group of people solely based on their ethnicity.6.

2.2.2 Definition of offensive language

Offensive speech is defined as a language or expression that offends and negatively characterizes

individuals or groups. This kind of speech causes someone to feel upset, upset, insulated, angry,

hurt, and disgusted. The separation between hate speech and offensive language often based on

understated semantic distinction[9]. Offensive speech occurs when there is a low degree of hate

speech characterization. The speech may contain a target but does not directly incite violence,

attack or diminish based on target group characters. People often use offensive language to point

in the debate, engage in a heated conversation, and condemn another violent act by others.

Offensive speech contains sarcastic, mockery, and joke that offends considered offensive if

spoken in a language with high levels of harmful, abusive, dirty words or phrases in both the

oral and the text.

2.3 Hate Speech on Social Media

The Internet is one of the most extraordinary discoveries of humankind, which has brought to

gether people from every race, religion, and nationality. Social media places such as Twitter

and Facebook have connected billions of people and allowed them to share their ideas and opin

ions instantly. That said, there are several negative consequences, such as online harassment,

trolling, cyberbullying, and hate speech [8]. A social media nature makes a perfect place for

peoples to create and share Content or participate online. These online platforms often exploited

and misused to spread Content that can attack or diminish, which incites violence or hate against

groups or individuals. Because the anonymity andmobility of social media platform features for
6”Hate Speech Policy  YouTube Help,” Google (Google), accessed September 2, 2019,

https://support.google.com/youtube/answer/2801939?hl=en.
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security and privacy enable their users to hide their real identity behind the screen and express

or spread hateful Content than they might otherwise.

2.4 Automatic Hate Speech and offensive language Detection

approaches in Social Networks

One of the main applications of social media mining is the automatic detection of events and

behaviours that involve identifying people’s behaviour in realworld events by monitoring their

interactions with each other. Researchers can use these explosive data to obtain substantial

insights[11]. This task depends primarily on text mining approaches, such as NLP and machine

learning algorithms. Researchers have exploredmany automatic detection tasks on Twitter, such

as antisocial behaviour detection, spam detection, natural disasters (e.g. earthquakes), trends,

and public opinion events. To accomplish this study, several features and common patterns

need to identify. Machine learning algorithms used to perform a classification task to obtain a

targeted result from the data.

2.4.1 Features representation for hate speech detection

To perform an automatic detection task, such as hate speech detection, the corpus’ general fea

tures need to specify to allow the classification algorithms to complete the job. Some of these

approaches presented.

2.4.1.1 Dictionaries and Lexicons

This feature usually used in unsupervised machine learning scenarios. The authors in [12] ad

dressed the detection of profane words by taking advantage of corpora and lexical resources.

They used several features and a generalpurpose lexical resource to build their lexicon. Usu

ally, lexiconbased approaches are not competitive with other components used in supervised
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methods. They are domainindependent, and [13] also used the dictionary as a primary feature

aggregating opinions and setting rates for subjective words.

2.4.1.2 Bagofwords (BOW) and Ngrams

It can be considered a feature of the word cooccurrence. The vectorization method is carried on

tokenizedwords in the corpus by assigningweight for each term according to its frequency in the

tweet. The vectorization process performed using some statistical models ( e.g. TFIDFweight).

After that, the list of words together is called BOW, which will present as weight vectors[14].

Ngram representation means a sequence of adjacent Nwords. Waseem and Hovy[15] analyzed

the impact of using several features in conjunction with character Ngram to detect hate speech.

They reported that using character ngram representation is a great way to detect hate speech.

BOW limited by its need to be accompanied by other features to improve the performance, but,

from the other side, it is computationally expensive[16]. For Ngrams, careful selection of the

value of N required to avoid a high degree of distance between related words[17].

2.4.1.3 Latent Dirichlet Allocation (LDA)

It’s a method of probabilistic concept modelling. It mainly used to estimate latent concepts

in the data set, and these latent concepts will be used as features instead of words. How

ever, LDA is appropriate for unsupervised and semisupervised machine learning settings. The

authors[18]argued that BOW did not work well to detect abusive text on Twitter. Instead, they

include highly expressive topical features and other lexicon features using the LDAmodel. This

approach can be an alternative to supervised methods.

2.4.1.4 Word embedding

Word embeddings refer to various techniques that map words or phrases to dense vector rep

resentations that enable the computation of semantic similarities of words. Word embeddings

were first made accessible by [19] and primarily used in natural language processing tasks.
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Words described approximately in an Ndimensional space that is appropriate to encode the

semantics of each specific language. Each dimension encodes meaning in the world, such as

tense (past, present, future), count (singular, plural), and gender (masculine, feminine, neutral).

New techniques for building word embedding have based on neural network language mod

els [20], which considers the adjacent words of the word as a context for the meaning of the

word. Cosine similarity is a standard measure of vector similarity. Another way of presenting

words is with a fixed vector length that can capture context and semantics, such as Word2Vec,

Glove, fastText and Elmo.Word2Vec, Glove and fastText are the three most common models.

These models based on the fact that words that occur and used in the same context tend to be

semantically similar to others and have a similar meaning. These pretrained word embedding

techniques used to initialize the neural network’s first layer.

Word2Vec: Several techniques used to obtain these vectors with such properties, and almost

all of them rely on unsupervised methods. One of the most popular models is Wor2Vec[21],

which learns representation using a neural network architecture to solve a predictive task. Such

a neural network has a simple architecture consisting of an input layer, a hidden layer, and an

output layer. There are two variations in this structure: Skipgram and Continuous Word Bag

(CBOW) [21], [22].

Skipgram model topology shown in Figure 2.1, the aim Skipgram is to predict the context

of a word (words before and after that word) given that word. The input layer consists of the

onehot word encoded, V being the vocabulary size. The hidden layer has N neurons with N <

V and the output layer is a onehot encoded context word, with C as the context window size.

Finally, the weights learned between the input and the hidden layer give the word vector the

size N. The CBOW model inverts the topology of the skipgram model. Figure 2.2, the aim of

which is to predict a word in its context. In this case, the input layer consists of onehot encoded

context words. The output layer is the word indicated in the onehot encoded format as well.

After training the network, the word vectors are given the weight matrix between the hidden

and output layers.
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Figure 2.1: Skipgram model (Adapted from, [22])

Figure 2.2: Continuous Bag of Words (CBOW) model (Adapted from, [22])

Although the training process depends on a neural networkbased, supervised prediction model,

the actual training results represent words rather than the neural network prediction model. Be

cause of this idea, word embedding training is unsupervised and used in a variety of textual

corpus without labelled datasets.
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FastText: FastText is the extension of the Word2Vec Continuous SkipGram Model. Use sub

word level embeddings to learn the word representations. Previous methods ignore the mor

phology of words and can not handle outofvocabulary words. It brings language with a large

vocabulary and many rare words at a disadvantage. Some languages have a lot of different in

flected forms without morphology. It is not easy to learn a good word representation for these

words. FastText improves vector representation and considers morphology with subword units

(character level information). The words divided into a bag of ngram characters. Each word

represented as a bag of characters ngrams, plus special boundary symbols < and > at the be

ginning and end of the word, plus the word itself in the set of its ngrams. A word represented

by the sum of its character ngrams [23], [24].fastText model topology is shown in Figure 2.3,

which is a bag of words classifier with a hidden linear layer. Word vectors for all words in

the document averaged into one document vector representation. The fasttext model has three

parts: the inputs (sequence of words, a piece of text or a sentence), the hidden layer(Softmax

function to compute the probability distribution) and the output (the probability that the word

sequence belongs to a certain category).

Figure 2.3: Model architecture of fastText for a sentence with Ngram features x1, .........., xN .)
(Adapted from, [23])

2.4.2 Machine learning for hate speech detection

After preparing the text to workwith amachine, the classification algorithms used to perform the

detection task. In terms of classifiers, machine learning approaches categorized as supervised,

semisupervised and unsupervised approaches.

15



MSc.Thesis in Computer Engineering June 2021

2.4.2.1 Supervised learning.

This approach is a domaindependent approach since it relies on the manual labelling of a large

volume of text. Labelling is timeconsuming and effortconsuming but is more efficient for

domaindependent events. Most of the approaches used to detect hate speech tasks are super

vised methods. For example, Burnap and Williams [25] used several supervised classifiers

to see the hate speech on Twitter, the results of which showed that all classifiers performed

the same. Still, the different settings of features changed the accuracy of the model. Conse

quently, a classifier’s choice depends on the characteristics extracted from the corpus. There

are various machine learning algorithms used for hate speech detection. We found SVM and

R.F. algorithms showed better results than L.R., NB, KNN, D.T., AdaBoost for hate speech and

offensive language detection [26].

Support vector machine: Support Vector Machines (SVM) is a compelling machine learning

method initially implemented by [27]. The key concept behind the SVMs is to find a separating

hyperplane with the most significant margin in the learning process. SVMs are described by the

point vectors closest to the separating hyperplane [28]. The best hyperplane is defined as the

most significant margin between the two groups. The SVMs can distinguish only two classes.

LinearSVC overcomes this downside and automatically uses a oneonone approach by default.

It can also define this directly by setting the multiclass parameter to ovr (onevstherest). An

example of linear separation can be seen in Fig. 2.4.

Random Forest: Random Forest [29] is a supervised learning ensemble system for classifica

tion and regression problems. As its name creates a forest of decision trees to boost the overall

outcome. The random forest has the same hyperparameters as the decision tree and corrects the

overfitting decision tree’s main problem. Random forest adds extra randomness to the mode

while increasing. Searches for the best features in a random subset of features instead of search

ing for essential nodes when separating. Figure 2.5 illustrates the workings of the random forest.
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Figure 2.4: SVM linear separation (Adapted from, [27])

Figure 2.5: Random Forest (Adapted from, [en.wikipedia.org/wiki/Random forest ])

2.4.2.2 Semisupervised learning.

In this approach, algorithms trained using both labelled and unlabeled text data. The use of

labelled data in conjunction with unlabeled text data can effectively improve performance, as

can be seen in the Hua et al. .[30] model. They argued that unsupervised learning has limited

ability to handle smallscale events. On the contrary, supervised learning can effectively capture

smallscale events, but the need to manually label the data set reduces the model’s scalability. To

achieve the right balance between these two situations, the authors suggested a semisupervised

approach. Also, Xiang et al. .[18] replaced the costly manual annotation with an automatically

generated feature.
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2.4.2.3 Unsupervised learning.

It is a domainindependent approach and is capable of handling content diversity while main

taining scalability[18]. It does not rely on human labour to label a largevolume training set;

instead, it dynamically extracts key domainrelated terms. Gitari et al. [13] used a bootstrapping

approach to construct their lexicon by starting with a tiny seed of hate verb and then iteratively

expanding it. Their model’s best results obtained when they incorporated semantic hatred and

features based on them.

2.4.3 Deep learning for hate speech detection

Deep learning, commonly mentioned as hierarchical learning or deep structured learning, is a

set of machine learning algorithms that attempt to learn a layered input model widely referred to

as neural networks. It allows computational models made up of multiple layers of processing to

understand data representations with various abstraction levels. Deep learning algorithms can

find complex structures from large amounts of information using backpropagation algorithms to

update their internal parameters. Researchers in this area, like [31], are trying to create models

that learn representation from extensive unlabeled data. Various deep neural network architec

tures, such as deep faith neural networks, convolutional deep neural networks, and recurrent

neural networks, have been used in many areas and have shown excellent results. These areas

include computer speech recognition, natural language processing, and bioinformatics [32].

There aremany types of deep neural networks and deep neural network architectures. This study

briefly discusses networks used in our research, a specifically convolutional neural networkwith

a combination of one of the variants recurrent neural network known as a gated recurrent neural

network. Better performance (97.40% accuracy) observed when used in English with word

embeddings as features [33], and they tested with Amharic.
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2.4.3.1 Convolutional Neural Network

Convolutional neural networks ( CNNs) initially designed to identify features in twodimensional

image data. CNN’s first inspired by Hubel and Wiesel (1968) biological research on neurobi

ological image processing in the cat cortex. They have adapted to perform image recognition

in machine learning and labelling scenes, facial recognition, and speech recognition. [34] have

shown that CNN uses NLP tasks such as partofspeech tagging, chunking, entity recognition,

and semantic role tagging. Most recently, CNNs have been used in the classification of text

[35] shown in Figure 2.6. In the classification of the sentence, the input is the sentence sand

the output is the class y ∈ 0, 1, which represents two different classes for the sentence s. In

stead of image pixels, an input to CNN for Natural language processing tasks is a matrix of

sentences or documents. CNN first processes the sentence through an embedding layer that

transforms words into word embedding, called word vectors. Each line of the matrix correlates

with a specific token, usually a word. The matrix dimension used by CNNs, in this case, is

sentence length times the word embedding dimension. Each input and output layers, two hid

den layers: the convolutional layer and the pooling layer, form a convolutional neural network.

Figure 2.6: Convolutional Neural Networks for Sentence Classification,Y. Kim (2014) (Adapted
from, [35])

Convolutional Layer: the convolutional layer transfers embeddings through convolutional

layers to extract important and relevant ngram features from the input sentence to create latent

semantic information of the sentence. A convolution operation involves a filter W ∈ Rhk,
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which applies to a window of h words to produce a feature. The window operations generate a

new feature. A filter ci is generated from a window of words xi:+h−1 by

ci = f(W.xi:+h−1 + b) (2.1)

The filter applies to each and every different window ofword in the sentence{x1:h+x2:h+1......, xn−h+1:n}

to create a feature map

c = [c1, c2, ........, cn−h+1] (2.2)

Pooling Layer:The pooling layer, also referred to as the subsampling layer, reduces the spatial

size of the representation by applying an operation such as max, sum, average, or L2norm. Two

main reasons motivate pooling: to convert a variablesize input into a fixed size output matrix

that is typically needed for classification and reduce output dimensionality while keeping the

most relevant information on the input phrase. The feature map c, a maxovertime pooling

operation, takes the maximum value ĉ = max{c} as the value corresponding to this specific

feature, and This captures an essential part (the one with the highest value) for each feature map.

The pooling layer has an additional advantage when working with natural languages in that it

automatically standardizes variable sentence lengths.

2.4.3.2 Recurrent Neural Network

Convolutional neural networks are not capturing longrange dependencies. However, CNN can

detect multiple adjacent word patterns, such as bigram, trigram, and fourgram. Recurrent neural

networks (RNNs) proposed to overcome this limitation. The idea behind recurring neural net

works designed to work with sequences. Recurrent neural networks have a memory of what has

calculated so far and use it for current output computing. Theoretically, RNN uses information

in an arbitrarily long sequence, but in practice, it is limited to a few time steps[36]. A typical

recurrent neural network is shown in Figure 2.7.

Unlike a traditional deep neural network that uses different parameters for each layer, the RNN

shares the same parameters (U, V, W above) throughout all steps. Where U is the input of the
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Figure 2.7: recurrent neural network and the unfolding in time of its forward computation (Adapted
from, [36])

current sequence, W is the same node in the previous epoch’s data, which is also used as input,

and V is the nonregular output. It reflects that it performs the same task at each stage, only

with different inputs. It significantly reduces the total number of parameters that the network

needs to learn [36]. Where x t is the input at time step t, st is the hidden state at time t, and it

is the network memory that calculated based on the previous hidden state and the input at the

current step st = f(uxt + Urht−1 + br). Function f is usually not a linear function, such as tanh

or ReLu. It is time t output [36]. The recurrent neural network has shown great success in many

NLP tasks. The most commonly used type of RNNs is gated recurrent and short term memory

recurrent neural networks (GRU and LSTM ), which are much better at capturing longterm de

pendencies than a typical recurrent neural network. We used a gated recurrent neural network

in this study because of its good with a small dataset [33].

2.4.3.3 Gated Recurrent neural network

Gatted recurrent neural network [37] is another gating structure and the newer generation of

Recurrent Neural networks. It has two gates, a reset gate ( rt) and update gate (zt) with no

internal memory (ct), see Figure 2.8.

The equations below show as the equation of the GRU

rt = σ(Wrxt + Urht−1 + br)
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Figure 2.8: Gated Recurrent Units (GRU) Cell (Adapted from, [38])

zt = σ(Wzxt + Uzht−1 + bz)

h̃t = tanh(Whxt + Uh(rt ◦ ht−1) + bh)

ht = (1 − zt) ◦ h̃ + zt ◦ ht−1) (2.3)

The reset gate ( rt) decides whether the previous hidden state ignored. When the reset gate is

near 0, the hidden state ignores the previous hidden state and takes only the current input. The

(zt) update gate decides whether the hidden state updated with a new hidden state, h̃, which

defines how much of the last memory should be stored. [38]. %subsectionCombination of

Convolution Neural Networks and Recurrent Neural

2.4.4 Combination of deep learning and machine learning classifier

In recent times, classifiers based on word embeddings and deep learning have performed well

in hate speech and offensive detection tasks. A deep learning algorithm is good at learning

invariant characteristics and capturing longterm relationships; nevertheless, deep learning only
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utilizes fully linked softmax layers as the classification layer. The fully connected layer of a

deep learning algorithm can not efficiently classify nonlinearly distributed data [37]. Machine

learning classifiers are good at constructing decision surfaces fromwellbehaved feature vectors

but cannot learn complicated invariants or capture longterm relationships [39]. In this thesis,

we replaced the softmax layer of the deep learning algorithmwith amachine learning algorithms

such as support vector machine and random forest machine learning classifier.

2.5 Amharic language

Amharic is the national language of Ethiopia’s Federal Government. Amharic is a Semitic

language that is spoken as a first or second language in many parts of Ethiopia. It is the second

common spoken Semitic language globally (after Arabic) and closely linked to Tigrinya. It is

the secondlargest language in Ethiopia after Afan Oromo, the Cushitic language and perhaps

one of the five most prominent languages on the African continent. Despite the comparatively

large amount of speakers, Amharic is still a language for which significantly less computational

linguistic resources have developed [3, 39].

2.5.1 Amharic Word Classes

According to[40], Amharic words are classified into five basic classes based on the morphology

and position of the word in an Amharic sentence. These five categories are ስም (noun), ግስ

(verb), ቅፅሌ (adjective), ተውሳከ ግስ (Adverb) andመስተዋድድ (preposition). Noun: are words

used to name or identify any category of things, people, animals, places, or ideas, or a specific

one of these entities. If a word can be pluralized by adding the suffix / (“owch”) ኦች/ ዎች and

used to nominate something, such as a person or an animal, it is classified as a noun. It is the

subject of a sentence. Pronouns, which were previously considered an independent category

by linguistics professionals, have recently been categorized as nouns by considering the unique

feature of the language in comparison to others rather than adopting other language structures.
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The following are someAmharic pronouns: ይህ , ያ , እሱ, እስዋ, እኔ , አንተ, አንች; quantitative

specifiers, which include አንድ, አንዳንድ, ብዙ, ጥቂት, በጣም; and possession specifiers, which

include የእኔ , የአንተ, የእሱ.

Verb: any word that can be placed at the end of a sentence and accept suffixes such as /ህ/, /ሁ/,

/ሽ/, and so on to indicate subject markers. A verb is one that is used to indicate masculine,

feminine, or plurality. The verb expresses the completion of an action and is used to end a

sentence. For example, in the sentence “የእዮብ እህት ድጋሚ ወለደች” the word “ወለደች” is a

verb because it appears at the en� of the sentence and closes the meaning of the sentence. The

first order of the seven Amharic writing symbols is used by the majority of verb words. System

of writing in Amharic Verbs can use the " -እየ" prefix morpheme, and their last symbol can be

changed to the Amharic seven order writing system. Finally, this modified verbs may use the

"-አሌ" suffix morpheme. Verbs, like nouns and adjectives, are derived from Verbal Roots by

affixing the vowel "ኧ", Verbal Stems by affixing morphemes, and compound verbs by affixing

compound verbs. Words made up of stems and verbs.

Adjectives: are words that describe nouns or pronouns to denote a thing’s quality; that is, it

specifies how distinct a thing is from something else. It will appear before a noun to qualify it

with size, kind, or behavior.Example ቀላል፤ ትንሽ፤ ለብቻ፤ ተመሳሳይ ፤መጨረሻ.

Adverb: a word or phrase that changes the meaning of an adjective, verb, or other adverb by

expressing manner, place, time, or degree. Some adverbs in Amharic include ሁሌጊዜ፤ ለምን፤

ማን፤ ምናልባት፤ምክኒያቱም፤ ስለዚህ ፤ ተቀድሞ ፤ በመካከሌ፤ ይልቅ ፤ ደህና ፤ደግሞ ፤ የተገለበጠ

፤ እንድሁም etc.

Prepositions are word classes that express temporal and spatial relations (ውስጥ፤ ከታች፤ በፊት

) or mark various semantic roles such as ( ለ እና ከ).
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2.5.2 Amharic Character Representation

Amharic uses Geez characters; the characters trace back to the 4th century A.D. The Geez

script’s first forms included only consonants, while the subsequent variants of the characters

represent phoneme pairs of consonantvowel. Like Geez, Amharic writing utilizes characters

formed by a consonantvowel combination. In Amharic, seven vowels used, each in seven

distinct forms that reflect the seven vowel sounds they are አ ፣ ኡ ፣ ኢ ፣ ኣ ፣ ኤ ፣ አ

፣ ኦ. There are 33 primary characters with seven forms representing a consonant and a vowel

simultaneously, which gives the Amharic text said in the syllable. The initial order is the primary

form, and there are 33 main forms with six sources for each giving 231 characters [3]. Table

2.1 adapted from [3] and shows an example of the Amharic alphabet.

Table 2.1: Amharic characters example

1st order 2nd order 3rd order 4th order 5th order 6th order 7th order
ሀ ሁ ሂ ሃ ሄ ህ ሆ
Hä Hu Hi Ha He H Ho
ለ ሉ ሊ ላ ሌ ል ሎ
La Lu Li La Le L Lo
መ ሙ ሚ ማ ሜ ም ሞ
Ma Mu Mi Ma Me m Mo

2.5.3 The Amharic Punctuation

There are approximately ten punctuation marks in the Amharic language, but only a handful of

them are found in a computer system. Furthermore, the majority of them are sentence separator

tags. Punctuation mark such as ፡ (hulet neteb)/ (word separator or space),። (Arat Neteb)/ (full

stop (period)), ፣ (Netela Serez)/(comma), and ፤ (Dereb Serez)/(semicolon).

2.5.4 Challenges in Amharic Language

The main difficulty in the Amharic language are divided into three categories:
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Differentways ofwriting the sameword: It is usual to see different peoplewrite the sameword

in various ways. This spelling variation occurs often when the word is written with the nearest

or corresponding character without translation, a process known as transliteration. For example,

the words Ethiopia can be written in two ways: ኢትዮጵያ and ኢትዮጲያ, with the characters in

the fifth position. These spelling variations should be considered when developing any Amharic

word embedding.

Amharic word formation: Amharic is one of the most inflected languages, as it is possible to

generate several words from a single Amharic term. For instance, from the stem word of ፈልግ

one can generate ፈለገ፣ አሰፈለገ፣ፈለገች፣ ለመፈለግ፣ በመፈለግ, and so on. This demonstrates

the breadth of the Amharic vocabulary. Amharic also has numerous compound words formed

by joining words with or without modification, such as አንድላይ፣ቤተክርስቲያን፣ ህገመንግስት፣

ቤተመንግስት, and so on. Most NLP models learn such representations by ignoring word mor

phology and assigning a unique vector to each word. This is the most significant limitation,

particularly for languages with large vocabularies and many rare words, such as Amharic. As a

result, there is a need to create a precise word representation mechanism that is aware of word

morphology.

Character Redundancy :Amharic adopted the entire Geez alphabet, including all seven orders

of the 26 Geez symbols, without determining whether all 26 characters have meaning in the

Amharic writing system. It then added some additional symbols to represent some other sounds

that were not represented by the symbols of the Geez writing system. The Character redundancy

in the Amharic FIDEL was caused by the unsystematic borrowing from Geez. Only about 231

of the 275 characters are necessary to represent Amharic [41], i.e., by using only one character

from a group of characters with the same sound. The inflectional and derivational nature of

Amharic makes morphological analysis extremely difficult. Many characters in the Amharic

language are homophones, meaning they are pronounced the same but have different symbols.

Without providing any benefits, this increases the number of features that will be extracted. For

example,ሀይለኛ and ሐይለኛ, there is no clear rule about whether or not to use ሀ or ሐ, and

people use such characters for semantically similar words interchangeably. In the table below
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examples of the Amharic character repetition where more than one symbol is used for a given

sound are and adapted from [5].

Table 2.2: Amharic Characters with The Same Sound

Character Other forms of characters Other
ሀ (he) ሐ and ኀ ሃ ፣ ሓ ፤ ኃ
ሠ (se) ሰ
አ (a) ዐ ኣ ፤ዓ
ጸ (tse) ፀ

This variation in Amharic language spellings would unnecessarily increase the number of words

that make up a sentence, potentially reducing the classifiers’ efficiency and accuracy. As a

result, word variants (spelling differences) caused by inconsistent use of redundant characters

in Amharic sentence processing should be normalized. The different forms of a character that

have the same sound are changed to one common form during the preprocessing activity of

Amharic documents for the research.

2.6 Related Work

This section includes a review of literature on Amharic languages hate speech and offensive

language detection, and foreign languages hate speech and foul language detection researches.

2.6.1 Hate speech and offensive language detection for local languages

We found only the following research for hate speech detection for the Amharic language. The

first research was done by Mossie and Wang [1], and they created a dataset of 6,120 Facebook

posts and comment to classify speech as” hate” and” not hate” using word2vec and TFIDF

for feature extraction and Random forest and Naive Bayes machine learning algorithms for

classification. They achieved 79.83% accuracy by using word2vec feature selection and the

Naive Bayes classifier. The authors conclude that the result promises to calculate a large amount
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of data for the social network. The limitation of this study was they consider hate speech as a

binary issue and did not consider the target of hate speech.

Mossie did the second research, and Wang [2] developed a model for hate speech detection

and vulnerable community identification for Amharic texts on Facebook. They extended and

modified the dataset from previous work [1]. They used Word2Vec word embedding controlled

by TFIDF, TFIDF alone, and word ngrams as feature extraction. The classical GBT and

R.F. algorithms and deep learning algorithms included RNNLSTM and RNNGRU model for

classification. They achieved an accuracy of 92.56% using Word2Vec embedding and RNN

GRU. They consider hate speech as a binary issue and did not consider the target of hate speech.

The third research was done by [5], and they created a dataset of 5000 from Facebook posts

and comments to classify speech as” offensive speech”,” hate speech”, and ”neither”, and they

converted the threeclass dataset to two class datasets by considering all offensive language as

hate speech. They used word unigram, bigram, trigram, combined ngrams, TFIDF, combined

ngrams weighted by TFIDF and word2vec for feature extraction and SVM, NB, and R.F. ma

chine learning algorithms for classification. They achieved 53%F1score by using word2vec

feature selection and SVM classifier for threeclass type, and they also achieved 73% F1score

by using word2vec feature selection and SVM classifier for threeclass classification.The limi

tation of this study was they did not consider the target of hate speech.

The last research was done by [4], and they created a dataset of 30000 from Facebook posts and

comments to classify speech as” hates speech” and ”free” using word2vec for feature extraction

and LSTM andGRUdeep learning algorithms for classification. They achieved 97.9% accuracy

by using word2vec feature selection and classifier LSTM. The authors conclude that the result

promises to calculate a large amount of data for the social network.The limitation of this study

was they consider hate speech as a binary issue and did not consider the target of hate speech.

All the previous research considers hate speech as a binary issue, and they did not detect the

target of hate speech. Considering hate speech as a binary problem leads to a nonhate expres

sion that may contain offensive language to be missclassified as hate speech. If we combined
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hate speech with other types of speech like offensive speech, then miss classification is solved.

Hate speech also has a target such as an ethnicity, religion, sexual orientation, etc. So the target

of hate speech needed to be detected and helps the authority to prioritize which hate speech

targets must be addressed immediately. However, based on our literature study, there has been

no research on offensive language and hate speech detection including, the detection of hate

speech targets conducted simultaneously for the Amharic language.

2.6.2 Hate speech and offensive language detection for foreign language

Asmentioned, the field of hate speech detection has attracted a great deal of interest over the last

decade, and several approaches to hate speech detection have introduced. However, hate speech

detection is still considered to be one of the most challenging machine learning problems and

is far from being a problem that has resolved. Robata et al.[42] mention some of the challenges

in hate speech, e.g. that abusive language with time is developing new slurs and clever ways

to avoid being detected. As a result, longitudinal research was conducted over the years to see

how trained models react over time. The model used different features, such as ngrams, word

embeddings and other linguistic and syntactic features. The experiments carried out by [42]

focus on features rather than model selection and how well the models perform with different

parts. According to the authors, data collected from two domains, finance and news, and, ac

cording to the authors, contained some noise. All the features combined have yielded the most

efficient model; however, looking at the individual parts, the ngram characters have performed

best. Waseem and Hovy [15] also found that their model was performing well with character

ngrams as features. They experimented with extralinguistic characteristics such as gender and

location, although such demographic characteristics brought little improved performance to the

performance of the model.

Over the last few years, the transfer of knowledge from word embeddings to be used as inputs

to neural networks has been a common technique used by field researchers. Gambäck and

Sikdar [43] experimented with character ngrams combined with word 2vec embeddings. Four

CNNs trained, one character based on 4grams, one with word vectors fromWord2vec, one with
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randomly generated word vectors, and finally one with a combination of characters ngrams

and word embeddings from Word2vec. All models have trained on Waseem [44] data. With an

F1score of 0.783, the most efficient neural network was a model with knowledge transferred

from Word2vec word embeddings. Adding the character ngrams to this system enhanced the

precision but lowered the recall to a lower Fscore.

Badjatiya et al. [45] experimented with a variety of traditional machine learning models and

neural networks, including LSTMs. Besides, word embeddings from GloVe have used to in

crease overall performance possibly. Their bestperforming model was the LSTM neural net

work with random word vectors where the output of the neural network used as input to the

Gradient Boosted Decision Tree (GBDT). This system generated an F1 score of 93%, which

increased the stateoftheart by approximately 18 F1 points.

Pitsilis et al. [46] had similar findings with their RNN ensemble, although without the use of

word embeddings. Instead, they used wordbased frequency to convert tweets to vectors. This

approach is valuable because it is independent of the message’s language. They fed standard

vectorized word unigrams to multiple LSTM networks and used two classification aggregation

mechanisms, Voting and Confidence. The majority of voting is the preferred mechanism, but

the most trusted classifier’s preference is if all classifiers are not in agreement. The approach

showed the potential of the ensemble methods for detecting hate speech and exceeded the pre

vious stateoftheart with an F1score of 0.932.

Park and Fung [47] developed a hybrid model that attempted to capture features from two input

levels. Their system includes two CNNs, one of which is characterbased, and the other one is

wordbased. These two components joined at a deeper level of the network where the classifi

cation carried out. Park and Fung created multiple datasets by merging Waseem and Waseem

and Hovy samples. Their objective was to explore a twostep classification technique where the

first phase was to classify the data set as either abusive or normal. Since the model organized as

offensive, the second step would further collect the data set as either ”Sexist” or ”Racist.” The

twostep approach was compared with a onestep multiclass classification, although the results

are very similar. However, the CNN hybrid has outperformed the L.R. and SVM models in the
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onestep multiclass category. Park and Fung have shown the potential of a twostep classifica

tion and will continue to explore this approach. They suggest training the two classifiers with

separate datasets, e.g. a large general one for the first classifier and a more taskspecific dataset

for the second classifier.

Meyer and Gambäck [48] proposed an optimized architecture that would combine components

with CNNs and LSTMs into one model. One element of the system used character ngrams

as input, while another part used word embeddings as inputs. The output of each component

has been joined to obtain the final classification. Meyer and Gambäck used the Waseem and

Hovy dataset and achieved higher results than the previous comparable methods. They argue

that different convergence rates in the system’s components may have decreased performance

and suggest using dynamic convolutions as future work.

Most of the research discussed throughout this section uses the widely known dataset from

Waseem and Hovy or the slightly updated Waseem dataset. Another dataset commonly used

in recent studies is that of Davidson et al. They differentiate hateful language from offensive

and normal language, making the task more difficult than separating hurtful language from

just normal speech. Zhang et al. [33]used this dataset, together with others, to evaluate the

performance of their model, which consists of a combination of LSTM and CNN. However,

the offensive class merged with the normal level. Therefore the final dataset contained only

two categories: hateful and normal language. The system works by feeding word embeddings

from Word2vec to CNN to generate input vectors for GRU cells’ LSTM network that perform

the final classification. The model outperformed the stateoftheart of 6 out of 7 datasets and

shows that deep neural networks effectively detect hate speech.

Founta et al. [49] used the dataset from Davidson et al. but decided not to combine the offen

sive samples with the normal ones, thus took the problem of separating hateful and offensive

language. Their system comprises two networks, one RNN based on text input and one feed

forward ANN with metadata input. The two networks run parallel to the concatenation layer

and finally the classification layer. Founta et al. have tried many configurations of these two

networks with different features and training strategies. The bestperforming model achieved
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an F 1score of 0.89, slightly just below the baseline L.R. model by Davidson et al. Unfortu

nately, the paper did not provide metrics for each class, which would be essential to consider

the model categorized accurate hate speech samples. Kshirsagar et al .[50] created a model

that outperforms the baseline of Davidson et al. The method, named Transformed Word Em

bedding Model (TWEM), consists of pretrained word embeddings as inputs to multiple MLP

layers. Simple network architecture enables a few parameters and minimal preprocessing fea

tures compared with previous methods. The model achieved an overall F 1score of 0.924, with

a baseline of 0.900. However, the increase in Fscore is only due to better results in the ”Nor

mal” and ”Offensive” classes, which performs worse in the ”Hate” class with an F 1score of

0.49, which is two Fscore points far below the baseline. This is in line with [51], who argue

that their research’s key finding is the visible difficulty of differentiating hateful language from

offensive language. They implemented a few supervised machine learning algorithms and more

advanced classification algorithms and tested them on the Davidson et al. dataset (2017). Clas

sifiers have experimented with a variety of features, including ngrams and clusterbased word

representations. The RBF kernel SVM metaclassifier achieved the best accuracy with an F 1

score of 79.8 per cent. The problematic class to categorize was the ”Hate” class, often confused

with the ”Offensive” category.
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CHAPTER 3

ProposedDataset forHate speech andOffensive Lan

guage Detection in Amharic Text

3.1 Introduction

This chapter explains generating our dataset and the steps we have taken to ensure our proposed

dataset’s quality. This chapter has two parts. The first part describes developing the dataset,

representing the sources, collecting data from those sources, the preprocessing steps we con

ducted on the data, and the annotation process, including detailed annotation guidelines to en

sure dataset quality. We also describe the agreement between the annotators. In the last part,

we conclude this chapter by briefly explaining the characteristics of the dataset generated. The

resulting dataset used to develop and evaluate the hate speech and offensive language detection

system of the Amharic text.

3.2 Dataset Generation Process

This section explains the dataset generation process for our proposed Amharic hate speech and

offensive language detection. The barrier to detecting offensive and hate speech detection,

including the target of hate speech for the Amharic text is the unavailability of publicly available
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datasets. So we build a new dataset for offensive and hate speech detection, including their

targets for Amharic text. Creating a dataset for hate speech and offensive language consists of

three phases: data collection, data processing, and data annotation. A recent dataset for Amharic

hate speech was published by [4] after we created our dataset. This dataset contains two labels,

Hate and Free. We did not use this dataset because the dataset is not appropriate for our task,

and there is a limitation of time and budget to convert the dataset into our study.

3.2.1 Data Collection

The first step of dataset creation starts with data collection. The most popular social networks

that Ethiopia peoples use are Facebook Twitter, and YouTube 1. We did not use Twitter for

data collection because Twitter restricts tweets to 140 characters, and you can write a book on

Facebook. Twitter is less about making social connections, and People can use Twitter to keep

track of important topics, people, and conversations that are relevant or interesting to them. It’s

a much more distant link. People use Facebook to connect with friends, family members, and

others with whom they want to stay in touch. Due to this reason, we use these social networks

for data collection.

Data collection from Facebook: To complete the first steps of dataset creation, we need to

collect data from Facebook, and Facebook is the first platform; we included in this research for

data collection. Facebook provides a service called the Facebook Graph API2 for development

or research purposes. It is illegal to scrap Facebook with any third party software or APIs.

The Facebook Graph API makes it easier for developers to do what they need for development

purposes. Facebook page information is public information, and the definition of privacy is

relaxed here, so there is no room for violating the confidentiality of any random person. We

can obtain some raw data from any page from the creation of the pages. We can get posts, post
1Most used social media platform. Accessed August 19, 2019, from

https://www.statista.com/statistics/272014/globalsocialnetworksrankedbynumberofusers/
2Graph API: Developer Documentation. (n.d.). Accessed September 01, 2019, from

https://developers.facebook.com/docs/graphapi,
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and comments, total reactions, total comment counts per post, comments on the post, etc. We

collected the data based on different criteria, and those criteria are detailed below.

The first criteria were to select Facebook pages with more than 100 000 followers and likes,

makingmore active public pages. The second criteria were the language of posts and comments.

We have decided to collect posts and comments written in the Amharic language. The third

criterion ware to select the Facebook page that posts on politics, religious, and ethnic every

daily. We scraped posts and comments from the following Facebook pages.

News Media and Broadcasting Pages: Dire Tube, Fana Broadcasting, VOA Amharic, EBC,

ESAT.

Bloggers and Journalists’ Pages: Yegna Tube – የኛ ቲዩብ,Haro Tube –ሐሮ ቱብ: Getu Temes

gen,Ethio Dailyኢትዮዴይሊ.

ReligiousMedia andReligiousGroupPages:ኦርቶዶክስ ተዋህዶ ለዘለአለም ትኑር,ማኅበረ ቅዱሳን

ዋናው ማዕከል, ቢቢኤን የናንተው ድምፅ: Ahmedin Jebel official, Memeher Dr Zebene Lemma,

Ustaz Abubeker Ahmed, Marsil TV.

Political Party and Politician Pages: Patriotic Ginbot 7, EPRDF Official, የአማራ ብሔራዊ.

ንቅናቄ NMA, Amhara Democratic Party /ADP/ CC.

Government Office Official Pages: FDRE Communication Affairs Office Ethiopia.

Data collection from YouTube : YouTube is the second platform; we included in this research

for data collection. In Ethiopia, people are actively interested in politics, films, drama, sports

and faith. We scraped the comments posted on a video in the following three categories: News,

Religion, and Politics. Because our primary focus is on collecting comments related to hate

speech and offensive language written in Amharic text. We have selected videos that are most

likely to be discussed and viewed in the Amharic language. We used keywords to find re

lated YouTube videos, and we scrapped comments with the YouTube Comment Scraper. In this

platform, we downloaded the comments and replies from YouTube video by using YouTube
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commentscraper 3. Figure 3.1 represents all the datasets that we collected from Facebook and

Youtube public pages.

Figure 3.1: Collected data by source

3.2.2 Data preparation

Our raw data consist of around 13003 posts, and comments scraped from more than 100 videos

and 150 posts and comments in the categories mentioned above. We collected our data for four

months. Because we did not have any way to sample data based on language, so our raw data

consist of comments in Amharic text, and Amharic text written in Latin Script. so we have used

the following operation for data preprocessing.

3.2.2.1 Data cleaning

The comments and posts that we scrapped fromYouTube and Facebook contain many unwanted

elements such as unique character, punctuation’s, symbol, and emojis. We are preparing to use

preprocessing approaches to design social media texts for training. In this stage, we follow
3Klostermann, P. (n.d.). YouTube Comment Scraper. Accessed September 01, 2019, from

http://ytcomments.klostermann.ca/
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the method used by [1]with some modification.The following tasks are performed to clean the

collected data.

• Removing all Amharic Punctuation and Geez numbers ( ፤, ።, ፡, ፣, •, ፨, ፩, ፪, ፫, ፬,

፭, ፮, ፯, ፰, ፱, ፲, ፳ ፴, ፵, ፶, ፷, ፸, ፹, ፺, ፻) in posts and comments.

• Removing all number (0,1,2,3,4,5,6,7,8,9) in posts and comments.

• Removing special characters, emoji and symbols ($ % & ) in posts and comments.

• If a posts and comments contains extra white space then we simply trim the posts and

comments.

• Eliminating symbols in posts and comments like hashtags, URLs, links, and emojis.

Algorithm 1: Data cleaning algorithm
1.Read the posts and comments in the dataset;

If the posts and comments contains HTML and URL then remove it

If the posts and comments contains pecial characters then remove it

If the posts and comments contains symbol then remove it

If a posts and comments contains Amharic punction
and geez number then removeit

If posts and comments contain English word and number then remove it

If a posts and comments contains emoji then remove it

If a posts and comments contains extra white space then remove it

2.Return clean posts and comments;

3.2.2.2 Normalization

Normalization used to solve the redundancy problem of Amharic language, the same sound

character with different character form . It is a process of changing words into a single form by

performing character replacement with a similar sound to one common form of character. The

change of the character into one common representation does not cause a meaning difference,

but it decreases the chance of getting the same feature with different characters, which leads to

duplication of a feature.
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Table 3.1: Normalization of character

Amharic characters that have the same sound and function Normalized to
ሐ, ሑ, ሒ, ሓ, ሔ, ሕ, ሖ, ሃ ኀ, ኁ ,ኂ, ኃ, ኄ, ኅ, ኆ ሀ, ሁ, ሂ, ሃ, ሄ, ህ, ሆ
ሠ, ሡ, ሢ, ሣ, ሤ, ሥ, ሦ ሰ, ሱ, ሲ, ሳ, ሴ, ስ, ሶ
ዐ, ዑ, ዒ, ዓ, ዔ, ዕ, ዖ, ኣ አ, ኡ, ኢ ,አ, ኤ, እ, ኦ,አ
ጸ, ጹ, ጺ, ጻ, ጼ, ጽ, ጾ ፀ, ፁ, ፂ, ፃ, ፄ, ፅ, ፆ

Algorithm 2: Normalization Algorithm
1.Read the posts and comments in the dataset;

If the posts and comments contain characters ሐ, ኀ or any order
then Changed to ሀ

If the posts and comments contain characters ሠ or any order
then Changed to ሰ

If the posts and comments contain characters ጸ or any order
then Changed to ፀ

If the posts and comments contain characters ዐ or any order
then Changed toአ
2.Return clean posts and comments;

After cleaning unwanted elements from the collected data, our data’s size is approximately

11,625 Amharic posts and comments. We did use stop word removal in the preprocessing stage

because it changes the meaning of posts and comments.

3.2.3 Dataset Annotation

The comments and posts that were collected during the data collection and data preparation

phase were unlabelled. Within a supervised learning algorithm to classify comments and posts

effectively into different classes, the comments and posts first should be appropriately labeled.

There are two techniques for Data annotation for hate speech manually and crowdsourcing. The

manual annotation performed better than crowdsourcing annotation [52]. Due to this reason,

we applied a manual annotation mechanism for our tasks to classify posts and comments into

hate speech, including the target of hate speech and offensive language.
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3.2.3.1 Annotation Guidelines

To clarify the annotation process, the following annotation guidelines provided to the annota

tor to annotate posts and comments as ethnicity hate speech, religious hate speech, Disability

hate speech, Gender hate speech, offensive language and not hate speech reliably. Annotation

guidelines provided here are based [9, 53] and the laws that were prepared by the Ethiopian gov

ernment 4 and by interviewing law experts to interpret the law. Here is the annotation provided

to the annotator.

Religion hate speech: If posts and comments attacks or diminishes, that incites violence or hate

against groups, based on their religion such as Islam, Ethiopian orthodox, Christian, Catholic,

protestant, Waaqeffanna or a religious organization, or a particular creed.

Race/ethnicity hate speech: If posts and comments attacks or diminishes that incites violence

or hate against individual or groups, based on Ethiopian ethnic groups such as Amhara, Oromo,

Tigre, Agew, Sidama, Afar. etc. and based on physical characteristics such as face shape, height,

skin colour, and others.

Disability hate speech: If posts and comments attacks or diminishes, that incites violence or

hate against individual or groups, based on physical deficiencies or Disability (e.g. the shape

of the face, eye, autism, idiot, blind, deaf, etc.), whether it is insulting anyone or a group with

terms specific to a disability.

Gender hate speech : If posts and comments attacks or diminishes, that incites violence or hate

against individual or groups, based on insulting someone or a group using terms that insult their

Gender. This category includes any violence to a particular gender or any devaluation based on

the Gender of the individual.

Offensive language: If posts or comments contains a language or speech that embarrasses

and negatively characterizes individuals or groups of people. Still, it does not include any hate

speech target listed above.
4Admin,ፌደራል ነጋሪት ጋዜጣ, accessed June 4, 2020, https://webcache.googleusercontent.com/search? HATE

SPEECHANDDISINFORMATIONPREVENTIONANDSUPPRESSIONPROCLAMATION.pdf
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Not hate speech: If posts or comments do not contain any hate speech and offensives language

described in both hate and offensives speech section.

3.2.3.2 Manual annotation process

The limiting factor for the development of a large dataset is human annotators’ availability.

We used three annotators, and we carefully selected them based on different backgrounds, such

as religion, ethnicity, gender, and educational backgrounds. All annotators are not linguistic

experts, but they can write, read, speak and listen to the Amharic language fluently. Before

the annotation starts, we ensured that the annotators understood the definition of hate speech

prepared by the Ethiopian government and the meaning of the offensive language used in this

study. The annotators were asked not to allow their personal beliefs that influence their judg

ment to reduce bias. The annotators, called person A, person B and person C, given the same

set of 11,625 unique posts and comments to annotate together with instructions defining what

comments and posts belong in each category. The purpose of letting them annotate the same

amount of posts and comments was to evaluate their annotation agreement. The final label in

this phase decided using majority voting. Since we use three annotators, each post and com

ments label must agree with three annotators. If there is no agreement between the annotators in

giving the label, then the posts and comments are deleted. There were 1500 posts and comments

deleted from the annotation results because there was no agreement in hate speech categories

and offensive language labels. From this phase, we get 10,125 posts and comments. According

to [54], this 100% of the annotation agreement shows that the annotation result has an adequate

level of understanding and used for a research experiment.

3.2.4 Dataset Characteristics

Our final dataset contains 10,125 unique posts and comments, where we have 2062 Ethnic hate

speech, 1875 Religious hate speech, 2300 offensive language, and 3888 Not hate speech posts

and comments. We did not get any posts and comments about the type of Disability and Gender
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hate speech specifically. In our proposed dataset, the posts and comments contain Disability and

Gender hate speech accompanied by Religious and Ethnic hate speech. The dataset contains

39948 unique words or tokens. The minimum number of words is 2, the average number of

words is about 65, and the maximum number of words is 7322. Table 3.2 shows the distribution

of our proposed dataset.

Table 3.2: Dataset Characteristics

Classes Number of posts Total number Total Maximum Minimum Average
and comments of comments number length length length
for each class and posts of tokens

Religious 2062
hate speech
Ethinic 1875
hate speech
Offensive 2300 10,125 39948 7322 2 65
language
Not 3888
hate speech
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CHAPTER 4

The proposed model for Amharic hate speech and

Offensive Language Detection

4.1 Introduction

This chapter will describe our proposed models to classify Amharic hate speech, including their

targets, offensive language, and not hate speech. In section 4.2, We start by explaining the pro

posed models. Section 4.3 describes hyperparameters for the proposed models. The program

ming languages and libraries and the experimental setup described in section 4.4. In section

4.5, we present the metrics used to measure our model’s performance.

4.2 The proposed model

In this study, we used the combination of both architectures, CNNRNN, for our task. Because

CNN is good for extract features and struggles to capture the longterm dependency of a text, on

the other hand, RNN is good to learn sequential structure, but it needs much time. The combi

nation of CNNGRU integrates the strength of both convolutional and recurrent neural network

architectures. We propose a single CNNGRUsoftmax, CNNGRUSVM, and CNNGRURf

model for offensive and hate speech, including their targets, and not hate speech for Amharic
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text. The CNNGRUsoftmax architecture has improved performance over individual CNN or

GRU in sentiment analysis and hates speech detection models [33, 55]. Replacing the softmax

layer of the deep learning algorithm with a machine learning classifier has shown an improve

ment in performance over CNN in sentiment analysis [56, 57]. The idea behind the integration

of CNN and GRU is that the convolution layer will extract local features. The GRU layer will

use the sequence of those features to learn about the input and softmax, SVM, and Rf classifiers

used to generate the final classification. Figures 4.1and 4.2 show the model’s architectural de

sign that we used for this study. The model uses word embeddings as input to the convolutional

layer. The convolution layer’s output is fed into the maxpooling layer to condense into smaller

dimensions to reduce the training parameter and extract the necessary features. Then, the max

pooling layer’s output is provided into the GRU, followed by the softmax, SVM, and Rf layer

that determines whether posts and comments belong to hate speech, including their targets or

offensive language and not hate speech. So our proposed model has seven layers: tokenization,

embedding layer, dropout layer, convolutional layer, pooling layer, specifically max Pooling,

GRU layer, and output layer. The detail of each layer explained below.

Figure 4.1: A Combined CNNGRUSoftmax Model architecture for Amharic hate speech and
offensive language detection

Tokenization: Figure 4.1 shows the model takes Amharic datasets (posts and comments) as

input. For example, if the posts or comments are something likeኢትዮጵያን ልዩ የሚያደርጋት

እስላም ና ክርስቲያኑ ተዋዶና ተከባብሮ ብሎም ተጋብቶ እኩል የሚኖርባት ብቸኛ ምድር መሆኗ ነው,

our proposed model to produce a Not hate speech for it, but a neural network cannot work on a
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Figure 4.2: A Combined CNNGRUSvm/Rf Model architecture for Amharic hate speech and of
fensive language detection

raw text, Neural networks can only learn to find patterns in numerical data before we feed posts

or comments in a neural network as input, we have to transform each word into a numerical

value. This method is often described as word encoding or tokenization. A standard encoding

method is as follows.

1. We record each of the unique words that appear in our dataset and these as the vocabulary of

our model.

2. We encode each vocabulary word as a unique integer, called a token. These tokens are often

assigned based on the frequency of occurrence of a word in the dataset. The word that looks

most commonly during the dataset will hold the associated token: 1. For example, if the most

common word were 'ነው', it would have the associated token value of 1. The next most frequent

word will be tokenized as 2, and that method continues.

3. In code, this wordtoken association is represented in a dictionary that maps each unique

word to their token, integer value: So the word ኢትዮያን has an integer ID, or token 137, ልዩ

has a token 206, የሚያደርጋት has a token 201, እስላም has a token 104, ክርስቲያኑ has a token

3906, ተዋዶና has a token 3609, ተከባብሮ has a token 3266, ብሎም has a token 1121, ተጋብቶ

has a token 10517, እኩል has a token 592, የሚኖርባት has a token 6205, ብቸኛ has a token 2004,

ምድር has a token 204,መሆኗ has a token 9879 and ነው has a token 1.So now we have converted

the raw text into a list of integers called tokens. Eventually, after assigning those tokens to

unique words, we can then tokenize the whole dataset. There are frequently so many words in
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a distributed corpus that these tokens will vary from the value 1 to 39948, then we can call the

’texts to sequences’ approach to get a sequential representation of every sentence. The ’texts to

sequences’ of ኢትዮጵያን ልዩ የሚያደርጋት እስላም ና ክርስቲያኑ ተዋዶና ተከባብሮ ብሎም ተጋብቶ

እኩል የሚኖርባት ብቸኛ ምድር መሆኗ ነው, will be [131 206 6140 210 104 3906 36090 3266 1121

10517 592 6205 2004 204 9879 1]. We also converted the rest of the posts and comments into

’texts to sequences’. A neural network also requires posts, and comments must have the same

size. Not all the posts and comments have the same length. In other words, naturally, some

of the posts and comments are longer or shorter. We need to have the same size inputs; this is

where the padding is necessary. First, we need to count all the words or the number of tokens

in each of these input sequences. The minimum number of words is 2; the average number of

words in a row is about 65, and the maximum number of words is more than 7322, as shown in

figure 4.3.

Figure 4.3: Number of words description

It will hurt our memory very much if we have all the short sentences with 7322 words, and

there’s a vast difference between the average and the maximum. Again we would be wasting a

lot of memory if we just padded all the sentences in the dataset to all have 7322 tokens. We will

compromise where we will pad all sequences and truncate the ones that are too long to have 853

words. The way we calculated this was like this, we took the average number of words in all

the sequences in the dataset, and we added two standard deviations and shown in figure 4.4.
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Figure 4.4: Maximum number of words

What do we get out of this is? We cover about 99% of the text in the dataset, so only about 1%

are longer than 853 words and shown in figure 4.5.

Figure 4.5: Result of data covered by Maximum number of words

Word Embedding : The word embedding layer takes inputs from the tokenization layer con

verts each token or integers of each post and comments into real value vectors. In this work, we

used word2vec and Fasttext with (Cbow) and (Skipgram) word embedding models to create

feature vectors, and Each word in the text is taken and converted into a vector preserving the

semantics relation between the words. We have used our unlabeled hate speech and offensive

language dataset to create the word vectors.

The window size and word embedding dimension parameter affect word vectors’ quality. The

window size parameter specifies the distance between the predicted and the current word in a

sentence. For a given term, the context window size determines the number of words before and

after to be included as context words. According to [21], a value of window size 10 for skip

gram training algorithm and a value of 5 for a continuous bag of words algorithm have shown

the best results. So we used 5 and 10 window size for a continuous bag of words and skipgram,

respectively. The embedding dimension specifies the dimension were feature vector for each

term in posts and comments. According to [58], vector representation’s performance enhances

with increased vector size until the size reaches 300 dimensions. After 300 dimensions, the

word vectors’ excellent performance decreases again because too complicated representations

can give rise to overfitting without introducing more accuracy to word representations. This

research used a fixed size of 300 for the vector dimension.
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After the training process completed, each word with its corresponding features vector is saved

as an output model used for our neural network model as a lookup table. After that, The em

bedding layer passes an input feature space with a shape of 853x300 to a dropout layer, where

853 is the average length of posts and comments, and 300 is the embedding dimension.

Convolutional layer: The dropout layer’s output feeds into a 1D convolutional layer with an

fnumber of filters or feature maps and k kernel size or sliding window. Assuming a kernel

size or sliding window and feature maps of the convolutional layer are 3 X300. When the

convolutional” kernel” slides over posts and comments, it sees three words (trigram features)

from the embedding vector at a time. It computes an elementwise product of each word’s

weights, multiplied by the weights assigned to the convolutional filter until all the input matrix

values are covered. As the filter moves on, which capture the syntactic and semantic features and

stores the local information needed to classify the posts and comments class in the embedding

matrix and judges whether each feature matches the relevant label or not. Finally, a feature map

generated on which activation function is applied to remove nonlinearity. We used the value

padding the same as the original input length equals to output length. The convolutional layer

passed 853×300 convolved feature representation to a 1D maxpooling.

Max pooling layer: The maxpooling layer used to minimize the dimension of the feature

map produced by the convolutional layer by aggregating the information. So, the maxpooling

applied to every posts and comment in a dataset. We usedmaxpooling to get the required feature

of posts and comments by selecting the maximum value. In other words, the convolutional layer

looks at the context and extracts the main features, and the pooling layer plays a role in selecting

the most prominent features. Assuming the best model had a pool size of 2, a maxpooling layer

passes 426x300 features matrix to the GRU layer, and the output 1D maxpooling layer can be

considered an extracted feature.

GRU layer: The extracted features from 1D maxpooling layer then feed into the GRU layer.

The GRU layer will use the sequence of those features to learn about the input. It will treat each

of the 426 feature dimensions as time steps of the recurrence and output 64 hidden units per

time step. The GRU layer passed 64 features matrix to a softmax layer.
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Softmax layer: Finally, a softmax layer takes the output GRU layer as input to predict proba

bility distribution over all possible four classes. The softmax layer outputs, the value, which is

the probability value, are generated for each class.

The second model (Figure 4.2) is very similar to the first model but uses machine learning

classifiers instead of a softmax classifier. It is made by extracting the intermediate output of

the last hidden layer of the GRU. The extracted Result considered as meaningful features which

temporal GRUs has captured. Then we feed them into machine learning algorithms such as

support vector machine and random forest machine learning classifier.

4.2.1 Hyperparamters

All learning algorithms, even simple ones, require hyperparameters to be determined by the

practitioner. Neural networks share many hyperparameters like activation function, input word

vector representation, learning rate, optimization, and dropout. In addition to all shared param

eters for the neural network, each particular type of neural network still has more hyperparam

eters. To optimize each hyperparameter, one can see either reason about sensible values for

these parameters based on the learning task or complete a full gridsearch on the model. A grid

search is a stepbystep optimization of hyperparameters and is expensive for learning lessons

with many input data. Since this thesis is only dealing with text data, we performed a full grid

search on the model. Our proposed model’s structure has been modified for the following most

frequently adjusted hyperparameters and network architecture parameters using A gridsearch.

Table 4.1 shows the different hyperparameters that tested in the gridsearch optimization.

optimizer: The optimizer is responsible forminimizing the objective role of the neural network.

The widely chosen optimizer is stochastic gradient descent (SGD), which has proven to be an

efficient and reliable method of optimization for a large number of published machine learning

systems. However, the SGD can be very sensitive to the selection of the learning rate. Choosing

too high a rate will cause the system to diverge in terms of objective operation, and choosing too

low a rate may result in a slow learning process. SGD also has difficulty navigating the ravines
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Table 4.1: Different values hyperparameters used during the grid search

Hyperparameter Values ranges
Optimizer SGD,RMSprop,Adam,Adadelta,Adagrad,Adamax,Nadam
Learning rate 0.1,0.01,0.001,0.0001,0.00001
Kernel size 3,5,4,7,9
Activation function Relu,tanh,elu,selu
Pool size 2,4,6,8
GRU units 8,16,32,64,128,256,512
Dropout 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.9
Batch size 8,16,32,64,128,256,512
Number of epochs 10,20,30,40,50,60,70,80,90,100

and saddle points. Other gradientbased optimization algorithms have suggested removing the

shortcoming of SGD. Namely Adagrad [59], Adadelta [60], RMSProp [61], Adam [62], Nadam

[63], an Adam version containing Nesterov momentum and Adamax [62], an alternative form

of Adam.

Learning rate: the Learning rate is one of the critical hyperparameters that maintains the speed

at which the model parameters need to be updated to deduce a satisfactory output neural net

work. The process of obtaining optimum value can become an entangled effort in many prac

tical problems. According to [35] The choice of a reasonable learning rate can turn out to be

a difference between a model that is unable to learn from the data and a model that delivers

outstanding results. On the other hand, a neural net with a small learning rate examines data

slowly, requiring a significant amount of time to converge. On the other side, excessively high

learning rates lead to weight dispersion and fluctuation around the minimum. The learning rate

increases the training stage’s potential to achieve a global minimum, eliminating the chance of

being confined at a local minimum that could give rise to incorrect outputs. To distract both

extreme positions, the range of learning rate values usually tested is used to observe the impact

of learning on cost function by using a validation dataset. The learning rate, which results in a

lower loss of the crossvalidated set maintained for the experiment’s present state.

Activation function: Activation is a function that gives nonlinearity to the information going

through the neural network. Networks will compose data abstractions via these functions [35].
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The activation functions evaluated for this work are the Rectext Linear Unit (ReLU), Sigmoid,

Hyperbolic Tangent (Tanh) and Regular.

Kernel size: Filters size are parts of CNN and defined as ngrams, i.e. nline filters that use

data convolution operations, and the size of the filters is related to the number of neural net

weights [35]. The larger the filter, the higher the number of values to be trained.

Pooling: Pooling is an operation used to simplify the information given at the output of a

function map. The knowledge can be transformed by an average of values the map or by the

maximum amount of the graph [35].

Dropout rate: dropout is a basic coadaptation technique used during training to prevent neural

networks from overfitting by coadaptation [64]. This technique compared to a random sam

pling of function weights in a network, i.e. an unexpected decrease in some of the network’s

weight connections to prevent overdependence on a single feature.

Batch size: The batch size is a hyperparameter that describes the number of units to work

through before renewing the internal model parameters that means a batch as a forloop was

iterating over one or more pieces and making predictions at the end of the batch, the forecasts

compared to the expected output variables. An error calculated, and from this error, the update

algorithm used to improve the model 1.

Epochs: The number of epochs is a hyperparameter that determines the number of times the

learning algorithm can operate through the entire training dataset. One epoch means each sam

ple in the training dataset has had the chance to update the model’s internal parameters. The

epoch consists of one or more batches; we can think of a forloop over the number of iterations

where each loop continues over the training dataset. In this forloop, there is another nested for

loop that iterates across each batch of variables, where one batch has the number of observations

defined in the batch size 2.
1Brownlee J. (2019, October 25). Dissimilarity Between a Batch and an Epoch in a Neural Network. Accessed

June 06, 2020, from https://machinelearningmastery.com/differencebetweenabatchandanepoch/
2Brownlee, J. (2019, October 25). Dissimilarity Between a Batch and an Epoch in a Neural Network. Accessed

June 06, 2020, from https://machinelearningmastery.com/differencebetweenabatchandanepoch/
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4.3 language and libraries

Python is a generalpurpose programming language commonly used in this study. It defined as

an objectoriented, structured, highlevel programming language that used too many problems

and situations. Python has a standard library for processing areas such as string processing,

Internet protocols, and interface operating systems. However, Python also supports a wide va

riety of thirdparty extensions3. The main Python modules or plugins used in this study include

Scrapy, IPython, Jupyter Notebook, Pandas, Matplotlib, Scikitlearn, Tensorflow, Keras and

Gensim. Such libraries and what they used for briefly discussed below.

IPython and Jupyter Notebook: I Python is an interactive python shell with a Jupyter Note

book kernel that enables interactive code development in the browser 4. It is commonly used

in data science and data processing, mathematical modelling, machine learning, numerical sim

ulation and visualization. Throughout this study, Jupyter Notebook used for data processing,

machine learning, analysis and visualization .

Scikitlearn: Scikitlearn is a Python opensource machine learning, data mining, and data

analysis library 5. The library includes, among other items, a logistic regression model used as

a basis for this study.

panads: Pandas, is an opensource library for manipulation of data and analysis 6. Convenient

handling of data structures and high performance. Pandas have used throughout this study for

the processing and processing of data and data analysis.

Matplotlib: Matplotlib is a Python module devoted to plotting figures, graphs and diagrams7.

It used for visualization in combination with Jupyter Notebook.
3”Welcome to Python.org,” Python.org, accessed June 3, 2020, https://www.python.org/.
4”Jupyter and the Future of IPython¶,” IPython, accessed June 3, 2020, https://ipython.org/.
5”Learn” scikit, accessed June 3, 2020, https://scikitlearn.org/stable/
6”Pandas,” pandas, accessed June 3, 2020, https://pandas.pydata.org/
7”(Tutorial) MATPLOTLIB Tutorial: PYTHON Plotting” DataCamp Community accessed June 3, 2020

https://www.datacamp.com/community/tutorials/matplotlibtutorialpython
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Gensim: Gensim is a library for the unsupervised semantic modelling of plain text. The library

specializes in processing raw, unstructured digital text efficiently 8. Building and training a

Word2vec model based on the text of the posts and comments achieved through the Gensim

Library.

TensorFlow: TensorFlow is an opensource library for artificial intelligence and numerical

computing which was created by Google 9. The library is particularly well suited for deep

learning, where the scalable architecture enables computation to apply to one or more CPUs or

GPUs. Tensorflow has been used as a backend program to facilitate deep learning in this study.

Keras: Keras is a highlevel API that can operate with TensorFlow and other deep learning

libraries10. The main focus is to facilitate efficient prototyping and experimentation. The Keras

API used to build the hybrid CNNGRUmodel with several architectures analyzed in this study.

Experimental setup: Experiments conducted on a personal computer equipped with Intel®

Core™ i56200U CPU @ 2.30GHz × 4 with two physical and four logical cores, 8 GB RAM

with 1 TB hard disk. The operating system is Ubuntu 18.04, 64 bit.

4.4 Evaluation metric

There are many supervised learning algorithms methods to train and measure the accuracy of

the model. The data set is split into three groups: training, validation and testing. The first is

the set of data that the model trains and learns, while the second is used to provide an unbiased

assessment of the fit model on the training data set while tuning the model hyperparameters.

After training, the test set is used to validate the model with data that has not been before.

In some instances, the cost of setting aside a large portion of the data set as required by the

holdout approach is too high. In these cases, a resampling based technique used, such as cross

validation as a solution instead. The kfold validation method is used for our project [65]. The
8”Gensim: Topic Modelling for Humans,” Radim AehÅ¯Aek: Machine learning consulting, accessed June 3,

2020, https://radimrehurek.com/gensim/.
9”TensorFlow White Papers” TensorFlow, accessed June 3, 2020, https://www.tensorflow.org/about/bib.
10Keras Team, ”Simple. Flexible. Powerful.,” Keras, accessed June 3, 2020, https://keras.io/.
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complete training set is split into k folds (subsets) in this approach. A combination of k − 1

folds used to train the model over k iterations, while the remaining fold used for validation

purposes. An average score used to measure the generalization error. Figure 4.6 describes the

crossvalidation technique used in this study.

Figure 4.6: A kfold crossvalidation approach [61]

To perform the project model measurements, k = 10 and four standard performance metrics are

determined: Accuracy, Precision, Recall, F1 score and confusion matrix. These four measures

are used in deep learning, artificial intelligence, sentiment analysis, and hate speech detection.

Before discussing the criteria, it is crucial to introduce certain concepts that will use later. These

concepts are part of the vocabulary used to define a classification [66].

True positive: When evaluating the results of classification, an actual positive rate measures

the number of instances that have classified in a category and belong to that category.

True negative: The real negative rate describes the number of cases that have not organized in

a class, and that efficiently does not belong to that class.

False positive: The falsepositive rate indicates the number of instances that have been classi

fied in a category but do not belong to that class.

False negative: The falsenegative rate indicates the number of instances that have not classi

fied in the category but that do belong to that class.

Accuracy: Accuracy is the simplest metric used in the classification process. It measures the

number of correctly identified instances [66]. Although intuitive, accuracy is not enough to
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determine the quality of the classifier.

Accuracy = TruePositives + TrueNegatives

TruePositives + FalsePostitives + FalseNegatives + TrueNegatives

(4.1)

Precision: Precision is a metric used to calculate the Precision of positive predictions. It is

defined by the number of true positive, divided by the number of true positive plus the number

of falsepositive [66]. Precision is an important determinant when creating a model in which

the FP performance is very significant.

Precision = TruePositives

TruePositives + FalsePostitives
(4.2)

Recall: Recall is a metric used to measure the ratio of positive instances to the correct classifi

cation. It represented by the number of true positive, divided by the number of true positive plus

the number of false negatives [66]. The Recall is an important metric when creating a model

where the FN rate is very significant.

Recall = TruePositives

TruePositives + FalseNegatives
(4.3)

F1 Score: There is a way to combine accuracy and Recall with one metric The metric is called

the F1 Score. The F1 Score is the harmonic means of Precision and Recall. The harmonic

mean differs from the traditional standard because it gives greater weight to the low results, and

therefore, the F1 Score will only be high if the Recall and accuracy are both high [66].

F1 − score = 2 × Precision × Recall

Precision + Recall
(4.4)

ConfusionMatrix: The confusion matrix is a method used for evaluating the performance of a

classification algorithm. The number of correct and incorrect forecast are given by count values

and decomposed by a group. It gives intution not only into the errors produced by the classifier

but also, most importantly, into the types of errors which have occurred [67].

54



CHAPTER 5

Experimental Result, Discussion and Evaluation

This chapter examines the results of our models described in the previous chapters. Section

5.1 presents the optimization of the parameters used in this study. In this research, we are

conducting two experiment scenarios. In section, 5.2 the result of the first experiment scenario

is presented. The first experiment scenario aims to show the effect of word embedding and

classification layers to identify hate speech, including the target, offensive language, and not

hate speech. These experiments answer RQ1 and RQ2:

RQ1:How the deep learning models separate offensive language and hate speech, including

their targets from normal language?

RQ2: Which features extraction methods and classification layers are better for Amharic text

offensive language and hate speech detection including, the target of hate speech?

Section 5.3 shows the result of the second experiment scenario. The experiment aimed to show

our proposed model for offensive and hate speech detection without including the target of hate

speech and binary classification.
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5.1 Hyperparameter Tuning

The hyperparameters explained in Chapter 4 have been optimized using a grid search. The

best parameters after the grid search shown in Appendix A. For each step of the grid search,

all the hyperparameters fixed apart from the one that is optimized. The best hyperparameters

summarized in table 5.1 below.

Table 5.1: Over view of best hyperparameters

Hyperparameters values

optimizer Adamax
Learning rate 0.01
Kernel size 3
Activation function relu
Pool size 2
GRU units 64
Droupout rate 0.3
Batch size 16
Number of epochs 10

5.2 First Scenario Experiment Result

In this research, the first experiment scenario did to know the best word embedding models, and

classification models to identify hate speech, including the target, offensive language and not

hate speech.

5.2.1 Effects of word embedding

Our proposed models’ classification performance is CNN–GRUSoftMax, CNNGRUSVM,

and CNNGRURF examined using word2vec and Fasttext word representations models with

a continuous bag of words and skipgram model architecture. In total, four different models

were trained, namely word2vecSkipGram (word2vecSkipGram), word2vecContinous Bag of
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Words (word2vecCBOW), FastTextContinous Bag of Words (FastTextCBOW) and FastText

SkipGram ( FastTextSkipGram), respectively and the result shown in table 5.2.

Table 5.2: Classification performances using different embedding models

Models Word embedding Accuracy Precision Recall F1 score
CNNGRUSoftMax Word2vec (Cbow) 87.70% 87.69% 86.97% 87.25%

Word2vec (Skipgram) 90.08% 90.01% 89.35% 89.63%
Fasttext (Cbow) 93.30% 93.09% 93.02% 93.01%
Fasttext (Skipgram) 95.36% 95.10% 95.24% 95.15%

CNNGRUSVM Word2vec (Cbow) 87.92% 87.58% 87.30% 87.41%
Word2vec (Skipgram) 90.39% 90.13% 89.79% 89.94%
Fasttext (Cbow) 93.64% 93.63% 93.24% 93.41%
Fasttext (Skipgram) 95.56% 95.33% 95.44% 95.37%

CNNGRURF Word2vec (Cbow) 86.89% 86.56% 86.06% 86.27%
Word2vec (Skipgram) 89.76% 89.37% 89.22% 89.28%
Fasttext (Cbow) 93.12% 92.94% 92.82% 92.86%
Fasttext (Skipgram) 95.22% 95.01% 95.06% 95.02%

Table 5.2 show the test performance of comparisons of Word2vec ( CBOW ), Word2vec (Skip

gram ), FastText (CBOW) and FastText (Skipgram ). According to the results, FastText (Skip

gram and CBOW) based methods achieved superior performance Word2vec ( CBOW ) and

Word2vec (Skipgram ) for all three models CNNGRUSoftMax, CNNGRUSVM and CNN

GRURF models. This mainly because FastText considers subword information when generat

ing word vectors. On the other hand, the FastText Skipgram model achieved superior perfor

mance with an accuracy of 95.36%, the precision of 95.10%, recall of 95.24% and F1 score of

95.15%, which outperformed FastText ( CBOW) with up to + 2.06% accuracy, + 2.01% preci

sion, 2.22% recall and + 2.14% F1 improvements on CNNGRUsoftmax respectively. it also

achieved superior performance with an accuracy of 95.56%, the precision of 95.33%, recall of

95.44% and F1 score of 95.37%, which outperformed FastText ( CBOW) with up to + 1.92%

accuracy, + 1.7% precision, 12.2% recall and + 1.96% F1 improvements on CNNGRUSVM

and also achieved superior performance with an accuracy of 95.22%, the precision of 95.01%,

recall of 95.06% and F1 score of 95.02%, which outperformed FastText ( CBOW) with up to +

2.1% accuracy, + 2.07% precision, 2.24% recall and + 2.16% F1 improvements on CNNGRU

Rf respectively. The results are consistent with [24], FastText with skipgrammodel can produce
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highquality vector representations utilizing semantic and syntactical data from texts. The Skip

gram model works by predicting the given context from one term, whereas the CBOW model

uses the context word to predict the target word; additionally, it can cover out of vocabulary

words.

5.2.2 Model comparison

After identifying the best word embedding, we compared the following three models to demon

strate their performance. The first model is CNNGRUSoftMax; The feature maps learned by

CNN and GRU passed to the Softmax classifier. The second model is CNNGRUSVM, and

the third model is CNNGRURF. The second and the third models combine deep learning with

machine learning by extracting the intermediate output from the end hidden layer of the GRU.

The extracted result of the GRU layer passed to support vector machine, and random forest ma

chine learning classifiers to classify posts and comments into hate speech including the target

of hate speech, offensive language and not hate speech and the result shown in figure 5.1.

Figure 5.1: Comparison of classifier performance

Figure 5.1 shows the comparison of CNNGRUsoftmax, CNNGRUSVM and CNNGRURf

models with the best word embedding that is Fasttext (skipgram). CNNGRUSVM model

achieved superior performance with an accuracy of 95.56%, the precision of 95.33%, recall of

95.44% and F1 score of 95.37%, which outperformed CNNGRUsoftmax with up to + 0.2%
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accuracy, + 0.23% precision, 0.2% recall and + 0.22% F1 improvements respectively. It also

outperformed CNNGRUsoftmax with up to + 0.34% accuracy, + 0.32% precision, 0.38%

recall and + 0.35% F1 improvements respectively. This result clearly shows that The model

combines the advantage of CNNGRU and SVM classifiers in the classification of posts and

comments into hate speech, including their targets, offensive language and not hate speech.

(a) Normalized confusion matrix

(b) confusion matrix, without normalization

Figure 5.2: confusion matrix for best model

Figure 5.2 shows our best model’s confusion matrix, Fasttext (Skipgram)CNNGRUSVM

with normalization and without normalization. From figure 5.2 (a) and 5.2 (b), we can analyze

59



MSc.Thesis in Computer Engineering June 2021

that 97.7% of the religious hate speech class ware correctly classified and 2.3% wrongly clas

sified as other classes. With 186 posts and comments out of 183 posts and comments predicted

correctly and misclassified two posts and comments as offensive language and one posts and

comments as not hate speech. For ethnic hate speech class, our model correctly classified 95.4%

as ethnic hate speech and misclassified 4.6% to other classes. That means 196 types correctly

classified as ethnic hate speech class and misclassified seven comment and posts as religious

hate speech and two posts and comments to note hate speech class. Our model correctly clas

sified 91.9% as offensive language and 8.1% as other classes for an offensive language class.

That means out of 229 offensive posts and comments, it classified correctly 211 as offensive

language class and misclassified two comments and posts as religious hate speech, nine com

ments and posts as ethnic hate speech and seven posts and comments as note hate speech class.

For the type of not hate speech, the model predicted 96.8% correctly, and 3.2 % wrongly pre

dicted to other classes. That means 388 posts and comments out of 376 predicted correctly and

miss classified two posts and comments as religious hate speech class, two posts and comments

as ethnic hate speech class, eight posts and comments as offensive language.

The results presented in Table 5.2 and figure 5.1 answer RQ1: How the deep learning models

separate offensive language and hate speech, including their targets from normal language? The

architecture and experiments presented in Chapter 4 and Chapter 5, respectively, were designed

to answer this research question. The results presented in Table 5.2 and figure 5.1 also answer

RQ2:Which features extraction methods and classification layers are better for Amharic text

offensive language and hate speech detection including, the target of hate speech? Fasttext with

the skipgram model is better than other word embedding models for feature extraction, and

SVM classification performs better than softmax and Rf classifier to generate the final output.

5.3 Second Scenario Experiment Result

This experiment aimed to show that our proposed model is not only helpful in identifying hate

speech with their targets target, offensive language, and not hate speech. We ran the three
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models with Fasttext (Skipgram) for vector generation that was effective in the first experiment

scenario on two other datasets. A description of the dataset presented in table 5.3 and 5.4. The

first dataset has three class hate speech, offensive language and not hate speech, by merging

the religious and ethnic hate speech class into hate speech classes, as shown in table 5.3. The

second dataset has two categories hate speech and not hate speech by merging all religious and

ethnic hate speech class into hate speech classes and by removing offensive language, as shown

in table 5.4.

Table 5.3: Dataset distribution for three classes

Class Number of posts and comments
Hate speech 3977
Offensive language 2300
Not hate speech 3888

Table 5.4: Dataset distribution for two classes

Class Number of posts and comments
Hate speech 3977
Not hate speech 3888

Experiment 1: Detection of hate speech, offensive language and not hate speech

We applied Fasttext with skipgram word embedding and the same valuable hyperparameter in

the first experiment scenario in this experiment. For this experiment, we have three models:

CNNGRUSoftMax, CNNGRUSVM and CNNGRURF, to classify given comments into

hate speech, offensive language and not hate speech and the result presented in figure 5.3.

From figure 5.3, We can see the proposed CNNGRUSVM model was attaining higher per

formance across the entire set of evaluation metrics with an accuracy of 95.65%, the precision

of 95.32%, recall. 95.05%, and Fscore of 95.17% to classify posts and comments into hate

speech, offensive language and not hate speech. The proposed CNNGRUSVMmodel outper

formed CNNGRUsoftmax with up to + 0.15% accuracy,+ 0.17% precision,+ 0.16% recall,+

0.19% F1 score improvements. it also improve the performance of CNNGRURf with up to +

0.12% accuracy,+ 0.16% precision,+ 0.11% recall and 0.13% F1 score.
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Figure 5.3: Comparison of classifier performance

Figure 5.4 shows the confusion matrix of the best model that is Fasttext (Skipgram)CNN

GRUSVM, and From figure 5.4 (a)and 5.4 (b), we can analyze that 96.7% the hate speech

class ware correctly classified and 3.3% wrongly classified as other classes. With 380 posts

and comments out of 392 posts and comments predicted correctly and misclassified eight posts

and comments as offensive language and four posts and comments as not hate speech. For

offensive language class, our model correctly classified 91.2% as offensive language and mis

classified 5.5% to hate speech class and 3.3% as not hate speech. That means 209 levels were

correctly classified as an offensive language class, misclassified twelve comments and posts

as hate speech, and seven comments and posts as not hate speech. For not hate speech class,

our model correctly classified 97.2% as offensive language and 1% as hate speech and 1.8% as

an offensive class. That means out of 388 not hate speech posts, and comments classified cor

rectly 378 as not hate speech class and misclassified three comments and posts as hate speech

and seven comments and posts as an offensive language class.

Experiment 2: Detection of hate speech and not hate speech

In this experiment, we classify posts and comments into hate speech and not hate speech. We

used the same word embedding and hyperparameter effective in the first experiment scenario.

We have three different models for this experiment, such as CNNGRUsoftmax, CNNGRU

SVM, and CNNGRURf, and the performance result shown in figure 5.5. From figure 5.5,

We can see the proposed CNNGRUSVM model was attaining higher performance across the
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(a) Normalized confusion matrix

(b) confusion matrix, without normalization

Figure 5.4: confusion matrix for best model

entire set of evaluation metrics with an accuracy 97.89%, precision 97.89%, recall 97.89%,

and Fscore 97.89% to classify posts and comments into hate speech, not hate speech. The

proposed CNNGRUSVM model outperformed CNNGRUsoftmax with up to + 0.42% ac

curacy,+ 0.4% precision,+ 0.42% recall,+0.42% F1 score improvements. it also improves the

performance of CNNGRURf with up to + 0.23% accuracy,+ 0.23% precision,+ 0.23% recall

and 0.23% F1 score.

The best model’s confusion matrix is Fasttext with skipgramCNNGRUSVM, and the result
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Figure 5.5: Comparison of classifier performance

shown in figure 5.6. From figure 5.6 (a)and 5.6(b), we can analyze that 97.8% of the hate speech

class ware correctly classified, and 2.2% are wrongly classified not to hate speech classes. With

384 posts and comments out of 392 posts and comments predicted correctly and misclassified

eight posts and comments as hate speech class. For not hate speech class, the proposed model

correctly classified 98% as not hate speech and missclassified 2% to hate speech class. That

means 381 levels correctly classified as not hate speech class and misclassified seven comment

and posts as hate speech.
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(a) Normalized confusion matrix

(b) confusion matrix without normalization

Figure 5.6: confusion matrix for best model
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CHAPTER 6

Conclusion and Recommendation

This chapter will provide a conclusion to work carried out in this study. It also contains future

works to show further researches that can be done in the future.

6.1 Conclusion

This research discussed hate speech and offensive language detection for the Amharic language.

We used different approaches to execute the study successfully. It was essential to understand

and define hate and offensive language on social media, explore existing techniques used to

tackle the problem and understand the Amharic language, as discussed in chapter two. The

different methods followed to implement and design models that can detect hate speech and

offensive language. These methods include collecting post and comment from Facebook and

YouTube to build the dataset, develop annotation guidelines, and preprocessing. The features

extracted using word2vec (Cbow), word2vec(Skipgram), Fasttext (Cbow) and Fasttext (Skip

gram) and CNNGRUSoftMax, CNNGRUSVM, and CNNGRURF models for classifica

tion. Finally, performance models compared based on accuracy, precision, recall, F1 score and

confusion matrix.
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This study manually annotated the posts and comments into religious hate speech, ethnic hate

speech, offensives language, and not hate speech. After building the dataset, we did two ex

periment scenarios. The first experiment scenarios were to identify hate speech, including hate

speech (religious hate speech, ethnic hate speech), offensive language and not hate speech.

Our experiment results show Fasttext (Skipgram) word embedding for feature extraction and

CNNGRUSVMmodel for classification reach an excellent performance. The proposed model

achieves an accuracy of 95.56%, 95.33% precision, 95.44% recall and 95.53% F1 score to clas

sify posts and comments into religious hate speech, ethnic hate speech, offensive language and

not hate speech for Amharic text.

The second experiment scenarios were to show our approach not only useful for identifying

religious hate speech, ethnic hate speech, offensive language and not hate speech. We ran the

same parameters, Fasttext (Skipgram) for feature extraction that was effective in the first ex

periment scenario and the three proposed models on two other datasets. The first dataset has

three classes: hate speech, offensive language and not hate speech; by merging religious and

ethnic hate speech into hate speech classes. The second one has two categories hate speech and

not hate speech, by combining and religious and ethnic hate speech into hate speech classes

and removing offensive language. The proposed model CNNGRUSVM with Fasttext( skip

gram) achieves 95.65% accuracy, 95.32% precision. 95.05% recall, and 95.17% F1 score for

threeclass classification(hate speech, offensive language and not hate speech) and also achieve

97.89% accuracy, 97.89% precision: 97.89% recall and 97.89% F1 score on twoclass classifi

cation.

Lastly, to the best of our knowledge, the classification of posts and comments into religious hate

speech, ethnic hate speech, offensive language, and not hate speech is the first experiment for

the Amharic language.
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6.2 Recommendation

This thesis researched hate speech and offensive language detection for Amharic language us

ing deep learning neural networks with word embedding techniques. It is better to see the dif

ference in performance results using semisupervised, unsupervised transfer learning. Another

perspective at future work is to apply other word embedding techniques such as Elmo word rep

resentation to initialize word vectors. There are several different methods for generating vector

representation for one sentence or paragraph that can be experimented with.

We used a manual annotation method to annotate the dataset with three persons annotating the

dataset. We recommend more people for annotation to improve the dataset quality and to avoid

biased. We optimized the hyperparameter of our proposed model using a grid search. For

each step of the grid search, all the hyperparameters are fixed apart from the optimized one.

The grid search is expensive to optimize all parameter values. Hence, we recommend a future

full hyperparameter search to avoid the interdependence of hyperparameters. The maximum

performance of the model is achieved based on our dataset only.

In Ethiopia, Hate speech expressed on social media in more than one language. This study lim

ited its scope to only hate speech defined in Amharic. It is necessary for a more comprehensive

detection tool to build on the dataset by including posts and comments expressed by Amharic

text written in Latin letters and other languages. Another perspective at future work is detecting

other forms of hate speech and offensive content on social media such as images, memes, video

and audio.
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Appendix A: Hyperparameter tuning

Optimizer Optimization

Learning rate Optimization

Kernel size Optimization

Activation function Optimization
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Pool size Optimization

GRU units Optimization

Droupout rate Optimization

Batch size optimization
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Epoch size optimization
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