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Abstract

Mobile Network Operators(MNOs) are expected to wisely and proactively man-
age the required QoS of the ever increasing cellular network traffic for the diverse
services that are expected to be provided over their networks. New radio resource
dimensioning, continuous expansion and optimization, and making business strate-
gic decision requires knowledge of the amount and mix of traffic going to be carried
over the mobile network. In Ethiopia, Ethio Telecom have been the only integrated
telecom service provider aspiring to meet the tremendously growing cellular traf-
fic demand in the country. The activities performed by the company to meet
the demands of its customers is being challenged by unexpected explosive growth
in traffic demand and evolution in user behavior. In a multi-operator market the
company have to stay alert and monitor the service demand in advance in order to
stay competitive both in terms of meeting its customers’ Quality of Service(QoS)

requirement and the return on investment (ROI).

This thesis proposed a cellular network forecasting model using state of the art
deep learning technique, LSTM-RNN to predict the future peak hour traffic volume
and mix that will be carried over the mobile network. This is achieved by train-
ing and validating the model using both CS (Circuit Switched) and PS (Packet
Switched) peak hour traffic data collected from Ethio Telecom mobile network.
The proposed traffic forecasting model can be used as a tool to predict future
demand which will be an input for cellular radio network design, optimization and

to make high level strategic decision on service and technology evolution.

The model is developed to perform prediction for voice, downlink and Uplink
data traffic. Model performance is evaluated using 10% of the dataset which is
a prediction about three months’ time ahead and the mean absolute percentage
error (MAPE) is found out to be 0.07%, 0.03% and 0.04% for voice, downlink and
uplink data traffic respectively.
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Chapter 1

Introduction

1.1 Background

The growing demand to access services of the cellular network in day to day activ-
ities have resulted in a tremendous traffic growth globally. This growth is intensi-
fied especially after the emergence of digital cellular systems and user equipment
which are capable of delivering PS(Packet Switched) service in addition to the
existing CS(Circuit Switched) service. According to the forecast done by several
organizations like Cisco, the UMTS Forum and Ericsson, this trend will continue
in the foreseeable future. According to Ericsson, the global total mobile data traf-
fic was estimated to reach around 51Exabyte(EB) per month by the end of 2020
and is projected to grow by a factor of around 4.5 to reach 226EB per month
in 2026 [1]. The main drivers behind the traffic growth are: video usage, service
proliferation, evolution in usage, application uptake, Machine-to-Machine(M2M),
enhanced screen resolution/content offering, cloud computing, the shifting demog-
raphy: increased urbanization trend, population growth in developing countries,

the continued growth of audio-visual media streaming and others [2].
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The explosive growth of traffic demand has left MNOs and equipment manufac-
tures to deal with the challenges and opportunities of delivering the required QoS
for the ever growing cellular traffic demand. QoS is the minimum quality of a
requested service as perceived by the user of the service [3]. The operator can
proactively manage the underlying QoS during the radio network dimensioning,
operation and optimization process. Operators are sensitive to revenue, as a re-
sult, they expect good return on infrastructure invested which will be one of the
factors for under dimensioning. Under-dimensioning will impact the QoS which
will be the cause for customer dissatisfaction, churn rate and consequently loss of

revenue. On the other hand, over dimensioning will result in excess infrastructure
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and energy cost which will negatively impact the return on investment.

For MNOs to strategically manage the QoS of their cellular network proactively
and invest wisely on network equipment, it is crucial to have knowledge of the
maximum forecasted traffic at a given point of time in advance. The maximum
traffic is measured at busy/peak hour period. As a result, telecom operators have
to use a proper traffic forecasting model to strategically perform: the planning
and design of new cellular network, to consider advanced technology like LTE-A
and 5G, the shutting down of legacy technology like 2G and the expansion of
existing infrastructure. During design an operator can deploy an extra resource
to be consumed by the growing traffic demand or have an easily scalable scenario

of ‘upgrade as demand’ to meet the expected QoS.

As the number of users increase and the move from feature phone to the deployed
network will be more congested degrading the expected network QoS unless the
proactive activities used to handle the rapidly growing network traffic are per-
formed properly. In Jimma town cellular network as well there is an increasing
traffic demand. In addition to managing the existing network QoS, using a traffic
forecasting model for companies like Ethio Telecom will also help to think about
the newly emerging high data rate technologies like LTE-A and 5G that can easily
meet the QoS, and validate the shutdown of legacy technology:2G.

Ethio Telecom primarily focuses on population coverage over geographic coverage
which aims at demand-based service provisioning. Traffic analysis and forecasting
is at the center of activities to be conducted to achieve the planned strategic road-
map[4]. Figure 1.3 shows the three years foretasted subscriber growth on each

available RATs the company deployed.
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1.2 Statement of the Problem

Cellular network traffic forecasting is used by MNOs to understand the future
traffic demand in terms of volume and mix. The forecasted traffic is applied to
make important decisions during radio network planning, optimization and to
business plan preparation. In the current situation where the cellular network
traffic is rapidly growing, knowledge of the forecasted traffic is being used to have

a cellular network that can cater the requested service and satisfy the customer.

Like the global trend, In Ethiopia as well, Ethio Telecom’s annual performance
reports show that every year there is a significant growth in traffic demand. A
very high radio resource utilization and the associated congestion is also reported
which is a cause for QoS degradation[4]. Congestion occurs when the network
is not capable of carrying the requested service and this happens when there is
unexpected amount of traffic demand[3]. As a result, it is crucial to have a traffic
forecasting mechanism that is capable of capturing the important characteristics
of the cellular network traffic from historical data and accurately predict the future

trend.
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1.3 Objectives

1.3.1 General Objective

The general objective of this thesis is to develop a cellular network forecasting
model using RNN LSTM for proactive QoS management using a dataset from

Ethio Telecom Jimma town live network.

1.3.2 Specific Objectives

The specific objectives of the research are:
e Review related works on cellular network traffic forecasting and RNN LSTM
based time series forecasting.

e Collect, analyze and pre-process network level busy/peak hour CS, PS uplink
and PS downlink traffic data from Jimma Town UMTS network.

e Fit the selected deep learning model(LSTM)on the training dataset.
e Make a multistep prediction on the test dataset.

e For each traffic category evaluate the model prediction performance using
Mean Absolute Percentage Error(MAPE) and the Root Mean Squared Er-
ror(RMSE).

e Select the best fit model per each traffic category based on performance

evaluation metrics.

1.4 Methodology

In this thesis an RNN-LSTM technique is proposed to predict the CS and PS
network traffic. First the total busy hour traffic is collected from a live SWR
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Jimma UMTS network. Since Ethio Telecom currently uses both CS and PS radio
resources to provide voice and data services, each traffic categories are indepen-

dently considered for prediction. Next the dataset is pre-processed.
Data collection and Pre-processing

The dataset used for this thesis which is a daily busy/peak hour voice and data
traffic is collected from Ethio Telecom network using SAP performance monitoring
and data analytics tool. The dataset for both data and voice traffic collection is
done for a duration of June 1, 2018 to June 30, 2021. In pre-processing, we
performed data cleaning, normalization, splitting in to training and test set used

to train and test the deep learning model.
Model Training and Performance Evaluation

The model is trained on a training and validation set, and tested on a test with
a performance evaluation metrics until the best possible prediction accuracy is
achieved. Model hyperparameters are continuously tuned during the training pro-

cess to minimize the prediction error.
Tools, Metrics and Algorithms

The LSTM deep learning forecasting technique is used to develop the model. By
using MAPE and RMSE we evaluated each model with a given model hyperpa-
rameter combination to select the one with the least prediction error. For dataset
pre-processing and model simulation, we used python Keras, TensorFlow, R sta-
tistical software are used. For analysis, SAP, IBM SPSS and Microsoft Excel
are used. Figure 1.4 demonstrates summary of the activities performed in the

methodology

Collect
. Data pre- Build the Evaluate Make
Traffic —
Data processing Model Model prediction

FIGURE 1.4: Methodology flow
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1.5 Scope and Limitation of the Research

1.5.1 Scope

Without loss of generality, the purpose of the research is to develop a cellular
network traffic forecasting model by training an RNN LSTM architecture using a

traffic data collected from Ethio Telecom Jimma town live cellular network.

1.5.2 Limitations

e The model did not consider the backhaul and backbone network related

issues.

e The dataset used in the model training and testing is from Ethio Telecom’s

South West Region Jimma UMTS network.

1.6 Significance of the Thesis

The study of cellular traffic forecasting in order to develop an efficient and accu-
rate model to predict both long and short term future demand is still among one
of the attractive research areas. This work uniquely approaches the subject using
the case of Ethio Telecom commercially deployed mobile network for purposes of
long term resource allocation, dimensioning and optimization in order to proac-
tively manage the expected QoS by using the RNN-LSTM technique for time series
forecasting in order to predict future traffic demand per service/resource type of
the town. The expected significance is that knowledge of the forecasted traffic de-
mand per resource type will help MNOs radio network optimization and planning

professionals, and high level managers:

e To do proper optimization by reconfiguring /upgrading the available resources

in order to meet the QoS requirement per requested service,
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e To dimension expansion and new radio resource capable of providing a level

of service to proactively manage future QoS requirement,

e To help understand trend in service type and subscriber behavior which can

be used to make high level strategic decision.

1.7 Thesis Outline

The rest of this paper is organized as follows: Chapter 2 explores related works. In
Chapter 3, QoS and traffic forecasting in cellular network is discussed. Chapter 4
introduces important deep learning architectures that are suitable for time series
forecasting tasks discuses the selected model implementation. The findings are
discussed in Chapter 5. Conclusions are drawn and recommendations are made in

Chapter 6.



Chapter 2

Literature Review

Cellular network traffic demand forecasting has attracted several researchers with
an intent to come up with a technique that can accurately anticipate future de-
mand. This thesis will address few of them related to the proposed title and

technique or either.

In [5], LSTM RNN forecasting is used to study, implement and evaluate traffic
in cellular networks at base-station level. The main reason the authors preferred
LSTM over other types of Neural Networks, is because it has the ability to learn
and remember over long sequences and does not rely on a pre-specified window
of samples as input. Four months’ subscriber traffic data per base-stations were
presented by Vodafone. Each base station performs the training and prediction
to completely automate strategic resource planning and allocation like energy and
bandwidth in advance to improve QoS provided to subscribers. The paper exploits
the ability of LSTMs to offload part of its computation to a centralized system,
the embedded hardware/server in the base station. By comparing the forecasted
result with real values using MSE, LSTM based technique outperformed all the
relative forecasting models: ARIMA, SARIMA and RBF(Radial Basis Function),
in both accuracy and execution time. This paper shows how good LSTMs perform
for time series forecasting to instantly predict traffic and allocate resource in each

base station, but didn’t address a long term traffic forecasting case.
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Traffic forecast is an important tool for both the operators and infrastructure ven-
dors to build their business plan in accordance with market demand which includes
traffic volume and technology penetration [6]. In this research the authors pro-
pose a mathematical modeling framework based on technology penetration and
per-subscriber traffic growth for the mobile broadband traffic growth to be em-
ployed in mobile network evolution studies. A quantitative mobile broadband traf-
fic forecast model, mathematically based on the Gompertz function is proposed.
The case study used to demonstrate the proposed traffic modeling framework in
a dense-urban network deployment scenario of a large European mobile network
operator. The authors forecasted the total broadband traffic from HSPA and LTE
Release 8 subscriber penetration, subscriber base and subscriber growth functions.
The authors pointed out that the proposed traffic forecast modeling framework
was shown to be useful for the analysis of network capacity evolution scenarios
including assumptions on the operator available network upgrade options. The
Gompertz mathematical function used to develop the model in this research is a
regressive technique where it depends on the fit of the experimental data and a
prior parameter selection is required. Since mobile traffic is a not straight for-
ward data where prior assumption of impact its predictability and also complexity
such parametrization, the RNN performs better than the mathematical regression

based technique in terms of learning and accuracy.

In [7], Dereje Gemechu used a NAR (Non-linear Autoregressive) ANN technique
to forecast voice and data traffic of Addis Ababa City for UMTS network capacity
planning for 1 year and 5 years in advance. The purpose of the paper is to
develop a forecasting model that can be used for proper planning and rollout
of a UMTS network capable of handling a growing traffic demand. The time
series neural network model prepared for this study uses non-linear autoregressive
(NAR) method. The paper used a 14 consecutive month UMTS traffic data of
the City exported from the Performance Reporting System (PRS) and averaged
over 24 hours. The forecasting model is used to determine busy hour per user
traffic profile pattern of UMTS network ahead of time for Addis Ababa City: CS

traffic per user in Erlang, traffic ratio per user, uplink and downlink traffic and
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traffic ratio per user. These parameters are used to calculate required number of
UMTS cells for the City. The author pointed out that the NAR based forecasting
model used in the thesis is suitable for predicting time series data learning from the
given data without any additional information that can bring more confusion than
prediction effect. This research did properly define the impact of traffic forecast
on network dimensioning and planning, and its effect on the QoS afterwards. The
NAR technique used in this paper can’t perform as accurate as LSTM and also
the model practically failed to forecast the demand of the town in the time step

mentioned in the paper.

In [8], the authors developed a short term forecasting model for UMTS voice traf-
fic using three machine learning techniques of Support Vector Machine(SVM),
Multi-layer Perceptron(MLP) and Random Forest(RP) and a statistical forecast-
ing technique of Holt Winters(HW) for commercially deployed UMTS network.
A dataset saved every hour between October 24th, 2015 and January 19th, 2016
used for model training and testing. The dataset is divided into two parts. The
first part contains 2/3 of the data which is used for model training, whereas the
rest of 1/3 data is utilized as a test set. The performance of each forecasting
models has been evaluated by calculating MAPE and the authors concluded SVM
performs better than the three other techniques. The traditional machine learning
techniques are now outperformed by several deep learning techniques such as state

of the art LSTM RNN.

In [9], a feed forward ANN used to determine busy hour and develop a forecasting
model for a GSM network that can be used for proper equipment dimensioning in
the north-central part of Nigeria to proactively respond to QoS degradation due
to explosive traffic growth. Five months’ traffic data collected from the operator’s
core network is used for training. The training is done by further dividing the
dataset into train, test and validate components and the concluded that ANN
has the advantage of learning any network and also does the prediction as long
as correct data are supplied. This paper gives a very good insight about how a

proper forecasting could help the mobile operator to anticipate QoS degradation
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and act proactively but there are techniques which perform better than the feed

forward ANN technique.

In [10], the authors predicted UMTS data traffic for purpose of design and man-
agement of cost effective and high quality network. They used the SARIMA model
as an alternative way of forecasting UMTS data traffic of the city of Addis Ababa,
Ethiopia. After analyzing and discovering the seasonality of daily UMTS data
collected they proposed it is appropriate to use the linear model of SARIMA to
develop the forecasting model. The authors forecasted a one month ahead predic-
tion and used MAPE and APE to evaluate the model accuracy against true value.
As per the literature a MAPE of 1.17% and APE of 2.62% prediction accuracy is

achieved which is believed to be fair.

In [11], the strengths of ARIMA and LSTM in medium to long-term traffic pre-
diction is investigated. The performance of these predictors is evaluated using an
RMSE. It is observed that when the length of observation increase beyond a given
threshold the LSTM predictor outperforms the ARIMA. Furthermore, it is also
observed that the LSTM outperformed the ARIMA techniques when the length

of future prediction increase.

In [12], the authors examined the performance of SARIMA, CNN and LSTM time
series models for predicting stock market movements. using the dataset from Nifty-
500 indices. Outcome of the comparison shows the deep learning based models es-
pecially LSTM to be promising over the tradition SARIMA based technique. MSE
is used as a metrics to compare the performance and the result shows 0.003842,

0.003369 and 0.003300 MSE value for SARMA, CNN and LSTM respectively.
Minimum performance improvement: MSE = -0.000069

In [13], the performance of LSTM, NNAR, and SARIMA time series models to
predict the shoreline variations from surveillance camera images in multistep pre-
dictions is investigated. R, RMSE, MAE and MAPE are used to evaluate the
performance of each model and it is demonstrated that as prediction step grows

LSTM outperformed all the other models. For the longest prediction step in the
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literature which is 50 the R, RMSE, MAE and MAPE of SARIMA: 0.101, 12.693,
11.146 and 72.603%, NNAR: 0.163, 12.275, 10.715 and 68.708% and LSTM: 0.088,
12.224, 11.239 and 63.004%.

Minimum performance improvement: R =-0.075 RMSE = -0.469, MAE = 40.093,
MAPE = -5.704%,

In [14], the authors employed LSTM, Logistic Regression and Random Forest time
series forecasting models to predict stock data which is considered complex, fickle,
and dynamic, as a result, challenging to predict. The models are evaluated based
on RMSE and MAE. The models average shows that RMSE and MAE for LSTM:
0.799 and 0.537, Logistic Regression: 1.431 and 0.996, and Random Forest: 1.395
and 0.971.

Performance improvement: RMSE = -0.632, MAE = -0.459

In [15], the research compares the difference between performance of the well-
known RNN techniques: GRU and LSTM. The difference in performance is eval-
uated based on prediction accuracy between the two models. It is demonstrated
that LSTM outperforms GRU as the size of training dataset grows. Model perfor-
mance is done based on F1 and AUC (Area Under the Curve) and AUC and F1
respectively of LSTM: 96.04

Performance improvement: F1 = +9.06%, +5.95%

In [16], A time series forecasting models are developed using LSTM deep learning
to predict single step and multistep ahead short-term electrical load. GRNN and
ELM machine learning based techniques are used to evaluate the evaluate the
performance of LSTM. In both single step and multistep predictions LSTM is
found to outperform both techniques interns of MAE, RMSE and MAPE. It is
demonstrated that MAE, RMSE and MAPE respectively of LSTM: 17.11, 22.65
and 1.52 in single step ahead and 55.42, 63.81 and 4.79 in multistep, ahead, GRNN:
34.35, 45.98 and 3.05 in single step ahead and 61.62, 68.45 and 5.33 in multistep
ahead, ELM: 36.59, 44.52 and 3.44 in single step ahead and 73.82, 80.56 and 6.86

in multistep ahead.



Literature Review 14

Minimum performance improvement single step ahead: MAE = -17.24, RMSE =
-23.33, MAPE = -1.53 Minimum performance improvement multi step ahead step
ahead: MAE = -6.2, RMSE = -4.64, MAPE = -0.54

In [17], the authors explored how deep learning based algorithms for time series
forecasting are superior to the traditional algorithms. The study is conducted
models based on LSTM deep learning model and ARIMA based traditional model.
It is shown that LSTM based algorithms outperforms ARIMA based algorithms
in time series forecasting. Data sets from several discipline/industry are used
to develop the models their performance is evaluated using RMSE. The average
model performance over the various datasets using RMSE is found to be 0.936 for

LTSM and 5.999 for ARIMA.
Performance improvement: RMSE = -5.063

The above reviewed researches provided an excellent insight on developing a traffic
forecasting model using various time series forecasting techniques and how traffic
forecasting can help improve service provisioning and build market based busi-
ness plan from both MNOs and equipment vendors point of view. With all the
strengths of the reviewed papers, the proposed research uniquely approached the
case from one or, combination of two or more of the ideas: better technique,
different purpose and different type of traffic data for training, validation and
prediction. Furthermore, the explored related work on RNN LSTM showed that
significant performance improvement is observed when using LSTM based time

series forecasting over the platforms considered for comparison.



Chapter 3

Quality of Service Management
and traffic forecasting in Cellular

Networks

The two aspects that the operator must consider to manage the required/expected
QoS are ability of the network to support the requested service with an assured
service level and what the end user really perceives. The first one is knowledge
about the required amount and mix of traffic that the network is able to support
at a given point of time considering all the impairments meet the required QoS. In
order to ‘know’ the amount and mix of traffic in advance, having an appropriate

traffic forecasting tool is required[3].

Cellular network traffic forecasting is a technique to predict future traffic and
service trend. Understanding the dynamics of the traffic demands in a mobile net-
work in advance is a fundamental importance to MNOs and equipment vendors
since it drives the fundamental business planning, network dimensioning and opti-
mization. As a result, mobile traffic forecasting is often of tremendous commercial
value[6]. In this section QoS and traffic forecasting in cellular networks will be

discussed.

15
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3.1 Overview of the cellular Network

The cellular network technology started as an analog system for voice only ser-
vices. The technology evolved in to delivering text and data services in addition
to voice. Cellular network technology evolution rapidly evolved derived by the
emergence and proliferation of data hungry applications and devices. The most
important change between the various generations of cellular networks is the tech-

nology implemented over the air interface and the network architecture[18].

The first generation mobile networks emerged in the 1980s and the late 2000s
marked the end of these networks. The second generation(2G) cellular system is
the first digital telephony which introduced text and data services. GSM is the
widely known 2G system standardized by European Telecommunications Stan-
dards Institute(ETSI). The GSM technology is based on a combination of FDMA
and TDMA techniques. It supported data services by the GPRS technology and
later due to increased demand for data services evolved to EDGE which supported

a theoretical maximum 384Kbps DL user throughput[18].

The third generation cellular system(3G) which is called UMTS significantly im-
proved the data rate offered and marked the introduction of new services such as
video telephony, multimedia, audio streaming, email and internet browsing to the
rapidly growing telecommunications ecosystem. In January 1998 the European
standardization body ETSI decided upon WCDMA as the third-generation air
interface [19]. Detailed standardization work has been carried out as part of the

3GPP standardization process.

In UMTS each licensed band is formed of 5MHz width that supports 3.84 Mega
chips per second chipping rate within each time slot. With these design decisions,
data transfer for downlink connection is 384 Kilobit per second (Kbps) for the first
release, and a maximum of 21.6 Megabit per second (Mbps) per single cell/cerrier
in later releases where the HSPA technology was introduced for the downlink. For
uplink, the data transfer ranges from 384 Kbps to 5.76 Mbps theoretically. 3GPP
specified important evolution steps on top of WCDMA: HSPA and then HSPA+
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(advanced HSPA) for improved data rate delivery. In the ideal scenario of user
equipment category and radio condition a single user can achieve a peak data rates
up to 57Mbps in the downlink and 5.76Mbps in the uplink, using a combination
of air interface improvements as well as multiple cell and MIMO (multiple input

multiple output) features in the latest release of 3G/UMTS [20].

The all TP networks: LTE, LTE-A and 5G emerged to deal with the growing
demand for mobile data traffic. In addition to the change on the air interface
technologies these two system simplified the network architecture. The LTE/LTE-
A systems used Orthogonal Frequency Division Multiple Access (OFDMA) in the
downlink and Single Carrier Frequency Division Multiple Access (SCEFDMA) in
the uplink to achieve a maximum of 100 Mbps data throughput with a single
carrier. In addition to OFDMA the 5G systems used power domain for multiple
access to achieve a downlink data throughput of 1Gbps|? ].

3.2 QoS in Cellular Networks

Mobile networks which by nature have finite resources are designed to support
wide range applications with different quality of service requirements|3]. Mobile/-
cellular network resources which include the radio spectrum and the back-haul
transmission networks are expensive and must be shared between multiple users.
The dramatic increase in the number of mobile devices trying to access the mo-
bile networks in the past have increased the amount of traffic to be carried over
the networks as well. Due to the above reasons it is economically impossible to
have a radio network that is capable of carrying all the traffic requested at any
point in time. Allowing all users to access the network infrastructure based on
their will, will result in congestion and when the requested amount exceeds the
network capacity it will cause blocking of other requests resulting in customer

dissatisfaction.

To overcome this problem 3GPP came up with an idea of controlled portioning

of the available radio resources for fair-use policy that limit service abuse by few
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users [3]. This is achieved by assigning each service a given network defined QoS
profile used when setting-up, modify and maintain connections. In this way the
operators can ease network congestion, improve service quality and even to create

a frame work for business model.

The 3GPP defined QoS generically refers to the quality of a requested service as
perceived by the user of the service [21]. In its technical specification 3GPP defines
QoS requirements for various services to be carried by each mobile radio access
technologies(RATs) i.e. GSM, UMTS. LTE, LTE-A and 5G. In the 3GPP Release
99(R99), first release with QoS functionality, a new QoS handling is introduced
which aligned with the emerging UMTS network defined QoS. The R99 platform
provided QoS for both voice and data, with priority given to voice. It allowed
operators to have a radio resource management algorithm in each RATs endowed
with QoS differentiation to enable operators to offer cost effective services and
improve service quality. The R99 UMTS QoS functionality maps services with
different requirements onto distinct QoS profiles defined by a subset of the bearer

attributes, which are bit rates, priorities and traffic classes(TC)[21].

In 3GPP release 15 QoS functionality, it is made possible to apply QoS control
on a per service data flow basis. The specific realization is achieved by having
an architecture to support control of QoS reservation procedures for the existing
[P-CAN (IP Connectivity Access Network) and the emerging 5G(NR) technology.
The specific QoS flow will be mapped on to IP-CAN bearer based on its QoS
attributes/criteria such the QoS subscription information, service based policies,

and /or predefined internal policies [22].
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3.3 Essentials of Cellular Network Traffic fore-

casting

Cellular network traffic forecasting is a time series forecasting problem where one
or more future values are forecasted based on historic values as independent in-
put variables[23]. The purpose of time series forecasting is to estimate how the
sequence series will behave into the future. Time series data is a set of quantities
that are collected over even intervals in time and ordered chronologically. The
time interval at which data collected is generally referred to as the time series
frequency and any time interval for which measurement does not exist is set to

the missing value [24].

3.3.1 Characteristics of Time series

Analyzing the characterstics and patterns of the time series data can be a great
help in building a reliable model. Time series data can exhibit a variety of pat-
terns, and it is often helpful to decompose a time series into several components,
each representing an underlying pattern category[24]. Time series are usually char-
acterized by additive or multiplicative combination of three components: trend,

seasonality, and irregular components, also known as residuals [25].

Trend: 1t is the gene