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ABSTRACT

Stemming is widely used in information retrieval tasks. Many researchers demonstrate that
stemming improves the performance of information retrieval systems. Stemming is a technique
for reducing inflection and derivation of morphological variations of words to their stem or root
form. It's useful for improving retrieval efficiency, particularly for text searches, and for

resolving mismatch issues.

The aim of this study was designing and developing a hybrid stemmer for Ge'ez language text.
We have used two approaches namely affixes removal and character n-gram technique. The
proposed methods can remove prefixes, infixes, suffixes and its combinations. To remove all
affixes, rules are compiled individually for each affixes and exceptional and recording rules are
also integrated based on the nature of Geez language morphology. Corpus is manually prepared
from ready available sources such as text books, magazine and bible. The size of the prepared
corpus has 13,221 word tokens. From the prepared corpus, 20% was used for testing the

proposed stemmer.

To evaluate the proposed stemmer manual error counting mechanism was used. The proposed
stemmers are evaluated in two stages; first the affixes removal version is evaluated on a testing
dataset with 2644 word length and secondly the hybrid version is evaluated on the same testing
dataset. According to the evaluation results, affixes removal version registered an accuracy of
92.32% with 7.68% error rates and the hybrid version stemmer also recorded an accuracy of
94.5% with 5.5% error rates. The hybrid version stemmer increased by 2.18% accuracy. Over
stemming and under stemming errors are observed on either of the affixes removal and hybrid
version stemmer. As a result, 4.5% and 2.2% over stemming and 3.18% and 3.3% under steming
errors are shown respectively on the proposed stemmer. Generally our proposed hybrid stemmer
out performed better by 12.26% and 8.28% accuracy with reducing 12.08% and 7.28% error
rates than the previous rule based and longest match stemmers respectively. This is due to
incorporating exceptional and recording rules based on the detailed study of the language.
Finally we found that, our proposed hybrid stemmer was encouraging and using this tool as a

pre-processing module for further research may be helpful.

Keywords: Geez Stemmer, Information Retrieval, N-Gram, Hybrid Stemmer, Natural Language

Processing, Conflation.
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CHAPTER ONE

BACKGROUND OF THE STUDY
1.1. INTRODUCTION

With the huge amount of digital data available in multiple languages, it has become important to
develop various language-processing tools that could efficiently manage the large document
bases. In many Natural Language Processing (NLP) and Information Retrieval (IR) applications,
construction of vocabulary of words and language models is an important task [1][2]. However, a
large number of morphological variations in the words, especially in morphologically rich

languages, pose a great challenge [3].

Natural language processing is a branch of artificial intelligence that deals with analyzing,
understanding and generating the languages that humans use naturally in order to interface with
computers in both written and spoken contexts using natural human languages instead of
computer languages[4][5]. Natural language processing (NLP) is a field of computer science,
artificial intelligence (also called machine learning), and linguistics concerned with the
interactions between computers and human through natural languages [6][7]. Mainly focus on
the process of a computer extracting meaningful information from natural language input and/or
producing natural language output and natural language understanding that require extensive

knowledge of the outside world and the ability to manipulate it.

Natural Language Processing (NLP) is an area of research and application that explores how
computers can use to understand and manipulate natural language text. NLP researchers aim to
collect knowledge on how human beings understand and use language so that fitting tools and
techniques can be developed to make computer systems understand and manipulate natural

languages to perform the preferred tasks [7].

NLP usually involves one or more level of linguistic analysis such as word level, phrase level,
sentence level, semantic level analysis, etc. There are processes made when humans produce or
comprehend language. It thought that humans normally utilize all of these levels since each level

conveys different types of information. Nevertheless, various NLP systems utilize different
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levels, or combinations of levels of linguistic analysis, and it served as a difference amongst
various NLP applications. Such tasks include Part of Speech (POS) Tagging, Named Entity
Recognition (NER), Information Retrieval (IR), Speech Recognition, Machine Translation,

Question Answering and etc. [8].

Stemming comes under Natural Language Processing techniques. It is branch of Artificial
Intelligence [6]. On the other hand, stemming is a linguistic process in which the various

morphological variants of the words are mapped to their base forms.

It is a useful pre-processing technique to handle these variations and it is among the basic text
pre-processing approaches used in Language Modeling, Natural Language Processing, and
Information Retrieval applications. For examples the word “played, playing, player, and players”
will be mapped to their base form “play” with the help of stemming. Stemming is a simple
language processing that found to be quite effective in a number of applications. It is the process
of mapping inflectional and derivational words to their respective stems. It basic concept of
stemming is to reduce different grammatical forms or word forms to its root, stem or base form
and it is significant in spell checking, machine translation, natural language processing and

information retrieval, parts of speech tagging [9][10].

Natural Language Processing

N
e

—
~
Understanding Generation

Figure 1-Natural Language Processing [9]

On the other hand, information retrieval aimed to extract all relevant documents for a user query
by using index items of natural language text [11]. The text could be unstructured and
ambiguous. In order to satisfy users in their searching, it is required to translate user request in to
inquiry that can processed by the information retrieval system. Among others, word stemming is
an important attribute supported by recent indexing that produces a set of key words relevant to

the document[12]. Stemming enables to improve recall by automatic handling of word endings
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via reduction of terms to their stems or roots during indexing and searching. Hence, stemming
reduces the size of indexing structure and minimizes variants of the same stem or root words in

order to have effective searching result [13].

On information retrieval system applications, the construction of vocabulary of word and
language models is an important task, but a large number of morphological variations in the
words, particularly on morphologically rich languages, pose an unlimited challenge. There are
three primary functions for IR: firstly for indexing; process of creating useful index for
documents, secondly for search request; has to create query that should retrieve information that
is relevant for the user, and lastly for request document matching; deals with comparing the

created index with formulated request from the user [14].

The challenge is to meet the need of the user to retrieve data from unstructured data. The
representation and organization of information should be in such a way that the user can access
information to meet his information need, so text stemming plays a vital role to achieve those

needs [5].

Now a days various stemming approaches are available, that can be classified as a language
specific based called a rule based approach and a statistical based approach which works based
on statistical probability and a hybrid approach by integrating either of rule or statistical based
approaches [4] [15]. Lots of works had been done for language like English, Indic, Arabic and
etc. [4], [6], [16]. even if for Ethiopian language like Amharic, Tigrigna, Afan Oromo and etc.
has been done recently, it needs further investigation[11], [12], [17].

Particularly Ge’ez language is an ancient South Semitic language that originated in Eritrea and
the northern region of Ethiopia in the Horn of Africa. It later became the official language of
the Kingdom of Aksum and Ethiopian imperial court. Today, Ge'ez remains only as the main
language used in the liturgy of the Ethiopian Orthodox Tewahedo Church, the Eritrean Orthodox
Tewahedo Church, the Ethiopian Catholic Church, and the Beta Israel Jewish community [18§],
[19]. Over the past millennia of Ethiopia, the country’s literature were mostly used the Geez

language and has appropriately recorded on this phenomenon [20].
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As far as the researchers knowledge on NLP and IR is concerned, researches made in the
area of Geez language are very limited in number; it needs a further investigation as other
language like English and other foreign language [1]. In fact, the rule based stemmer was
developed for Geez language text, by Abebe [19]. As the author recommended that, in order to
increase the accuracy and reduce the error rates of the developed stemmer, it is better to advance
the rule and using combination of the rule based approach with statistical approach may intensify
the performance of the stemmer. Geez morphology is highly inflected language[21]-[23]; i.e.
due to the complexity of morphology of it, trying different approaches may be preferable in order

to develop a good stemmer that can conflate or strip all word variants of the language.

One of the main problems involved in information retrieval is variations in word forms. The
most common types of variations are spelling errors, alternative spellings, multi-word
constructions, transliteration, affixes, and abbreviations. One way to avoid such problems is that
using stemming algorithm. Information retrieval systems use stemming to improve the matching
algorithms. This study is aiming to design and develop an automatic stemming for Geez

language text by using hybrid-stemming techniques.

1.2.  STATEMENT OF THE PROBLEMS

One of the first problems related to the use of natural language in information retrieval and
Natural Language Processing applications is that of morphological variation of words.
Morphological variation of words which refers to the fact that words may occur in inflected
forms, or that derivation is used to produce new but related words, or words are combined into
compound words [5]. In most cases, morphological variants of words have similar semantic
interpretations and can considered as the same for the purpose of IR and NLP
applications[13][24]. In addition for IR application; retrieval systems it is difficult for catching
information easily and timely from a large body of sources, these reduce the retrieval efficiency
and effectiveness [19], [25]. As a result text stemming is the basic building block for retrieval

efficiency and effectiveness.

On the other hand, Geez language has become instructional language for Ethiopian Orthodox
Tewahedo Church Theological colleges. Accordingly, textbooks, references books of the religion
and other historical books of the country compiled by using this language [23]. At this time

everything is done with the help of computer, in order to write Geez documents, text editors can
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use the stemmer for correcting spelling errors. As result, significant numbers of peoples are able
to read and write the language with the presence computers. Offices and educational institutions
are now using for teaching and learning purpose. From these, journals, newspapers and books
printed in Geez are available on the web. Such opportunities open the bright future to produce
more electronic documents in Geez language[19], [11]. Therefore, Information retrieval system

that process Geez documents can also use stemmer for indexing.

For different application such as information retrieval, indexing and query formulation on this
language, for further natural language processing like part of speech tagger, word sense
disambiguation and etc. needs the stemming techniques as a tool. If a well performed stemmer is
developed for Geez language; simply the researchers can be easily used a helper tool for further
investigation on these area. For example, in order to cope up higher level linguistic analysis for
NLP such as parsing, parts of speech tagging, machine translation and etc.; it is difficult to come

up better result without using such type of tools.

Hence, in the case of Geez language, finding an effective stemming algorithm seems to be quite
difficult, for the time being Geez language has its own specific morphological structure, which is
different from other local languages[11], [12], [25], [26],[25], [27]. The main problem found for
this study is that, even if there were a lots of research have been conducted for different natural
language such as English, Indian and Arabic; due to the difference of morphological nature of
the language, it cannot be handled or applied to our local language particularly Geez [4], [6],
[16].

Even though there were different studies of stemming natural language text recently for
Ethiopian language like Ambharic, Tigrigna, Afan Oromo and etc. [11], [12], [17]; it cannot
applied on Geez language text. Particularly a study conducted by Abebe [19] was tried to
proposed a rule based approach that could stem Geez texts; but this study was faced by many
challenges. Firstly the stemmer could not stem all affixes of Geez text i.e. due to limited list of
prefixes and suffixes are considered; most of the time all word forms was not conflated correctly.
As an example the words ‘@2-&91’ and ‘AA4®Am’ have a prefixes ‘@3 and ‘A’ and the word
‘hLPwrav has a suffix ‘@Par-’ respectively; all of these words were not conflated by the rule
based stemmer developed by[19]. In addition to that the stemmer couldn’t consider infix removal

process.
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Secondly it cannot remove the possible stop words that are non-content bearing words for Geez
text; for example the words (H, A702%7, Adlr, 1. and A°LAaHG etc. are a stop word but the
stemmer couldn’t identified it as a stop word. Thirdly, the designed rules weren’t considered

exceptional rule that could be applied on some exceptional cases.

On the other hand, an enhanced version of Geez stemmer was conducted by [28] in which
longest match approach were used to this end. The proposed system was tested on a data set of
2000 word-lists. According to the evaluation performed on the prototype, the accuracy registered
was found 87.22% with the total error rate of 12.78%. Even if the result found was encouraging
and shows some enhancement, different tries are needed in order to come up with a good
stemming application for the language by reducing the errors found and increasing the accuracy.
As a result, it is mandatory to enhance the previously proposed rule based and longest match
stemmer by reducing or fulfilling the above identified gaps. Therefore, this study is initiated or
motivated to design and develop the potential application of hybrid algorithm (rule based and N-

grams) for stemming (conflating) words in Geez language text.

1.3. OBIJECTIVE OF THE STUDY
1.3.1. GENERAL OBJECTIVE

The general objective of this thesis work is to design and develop hybrid stemmer for geez

language text.

1.3.2. SPECIFIC OBJECTIVE

To achieve the general objective, the following specific objectives will performed

» Review different literature that has been done on the area of stemming approach and adopt
the best one that is appropriate for Geez language.

Study the morphology or word formations of the language.

Prepare a corpus for Geez language text and develop a rule for Geez language text.

To integrate the rules based stemmer with the statistical approach.

Evaluate the performance the proposed stemmer based on the experiment.

vV V V V V

To come up with the conclusion based on the result of the experiment and provide

recommendation for future enhancement.
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1.4. RESEARCH METHODOLOGY

Research methodology is a way of solving problems systematically. In this study, experimental
quantitative research method was selected. The reason for selecting this methodology is that,
experimental approaches involve identification of the potential methods of stemming and
implementing and testing are made iteratively. Generally this study followed an experimental
quantitative method, in the sense of building algorithms and testing them until the needed level
of performance is achieved. In order to achieve the objectives of this research, the following

methods and techniques were employed.

1.4.1. LITERATURE REVIEW

Extensive literature review done to get more insight into the concept of information retrieval in
general and different stemming in particular. Various works of literature and related works that
have been done in the area of stemming are reviewed and discussed to understand the state-of-
art. Additionally reviews of literatures are conducted to get familiarity to the basic Geez

language text features in relation to information retrieval.

1.4.2. DATA SOURCES

To achieve the proposed objectives, first we have prepared a corpus of Geez language text from
various documents in order to get the variety of the word forms that can incorporate the
effectiveness and efficiency of the developed stemmer. A good-sized text can show a reasonable
language morphological behavior. Selection of text is, therefore, an important component in

developing a stemmer.

For the purpose of this study, the texts are collected from historical books in which written in
Geez, various liturgical books and other sources were used. In addition to that, two professionals
educated in Geez language also consulted for preparing standardized morphologically distributed

corpus of the Language.

1.4.3. THE PROPOSED APPROACH

The proposed approach for this study is a hybrid approach stemmer for Geez text. This approach
integrates two individual stemmers to work together for getting advantages from it. The first
component is rule based stemmer approach and the second component is that statistical

approach.
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The rule based approach can handle transform the variant word forms of a language into their
stems or base forms by using certain pre-defined language-specific rules. It incorporates
manually handcrafted rule sets that can remove affixes of the language. In order to remove the
affixes, exceptional and recording rules are used for further enhancement of the rule based
approach. The reason and the major advantages of using rule-based components are, due to ease
of use; that means the language-specific rules, once created were applied to any corpus without

any additional processing.

In addition to rule based, statistical approach mainly used unsupervised or semi-supervised
training to learn stemming rules from a corpus of a given language. The major advantage of
statistical approach is that it can be applied to a under resourced language with very little effort
provided. that can satisfies the basic assumptions of the stemmer (like variant words should be
formed by adding affixes only) and it is good substitutes to language-specific stemmers,

especially for languages where linguistic resources are incomplete [1], [29]-[33].

Generally, this study is going to design rule sets and develop stemmer a prototype for Geez
language text using hybrid approach or technique by developing suitable algorithm to the
language and applying character n-gram techniques. To come up with a good stemmer we
designed the possible hand crafted rule sets and develop an algorithm those are applied on the
proposed hybrid approach. Finally the developed prototype was used to testing and evaluating

the performance of the designed algorithms.

1.4.4. IMPLEMENTATION TOOLS

For implementation purpose, we have to use the java programming language and the Intellij Idea
Community edition 2021.3 to write the code. The reason for selecting this language is that, java-

programming language has a facility to deal with natural language text processing.

1.4.5. EVALUATION TECHNIQUES

For resourced language like English, there is standard or baseline for evaluating a new algorithm
or technique. Based on these baselines we can evaluate the performance, whether the developed
algorithm is well or not. For the purpose of this study, to evaluate the performance of the
developed stemmer, we have used error-counting mechanism. The reason for selecting this

mechanism is that, there is not available standard evaluation metrics prepared yet for under
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resourced language but not only the Geez for other local language like Amharic. In addition, the
result will evaluate in quantitative measures such as percentage of correctly stemmed words and
the error rate counting were employed to evaluate the accuracy of the newly proposed hybrid

stemmer.

1.5. SCOPE OF THE STUDY

In order to develop stemmer applications in different languages there were different alternatives
like lookup table, affixes removals/rule based, statistical and hybrid-stemming. The scope of the
proposed research is covered only applying a hybrid approach to develop the stemmer for Ge’ez
language. There are also different types of statistical and rule based approaches of stemming
techniques, from those techniques, we have selected affixes removal technique and adopt the

statistical approach particularly n-gram technique for the purpose of this study.

The reason for selecting the statistical approach is that, it is commonly used on various languages
and preferable for under-resourced language[30], [32], [34]-[36]. Hybrid approach will used for
enhancing the efficiency and effectiveness of the Stemming algorithm. Ge’ez words that cannot

handle by affixes removal technique are covered by n-gram technique.

In addition to that, this study covers only word level analysis for Ge’ez language text. It does not
cover the higher level linguistic analysis such as phrase level, sentence level, semantic level, etc.
the reason focusing only on word level analysis is that, the main aim of stemming applications
are just reducing morphologically variant word forms and mapping to their stem or base

forms[24], [36].

1.6. APPLICATION OF THE PROPOSED STEMMER

In an IR system with queries and index stemmed, the user needed no special knowledge of the
form of the subject terms to expand the query. Query expansion with stemming results in a much
cleaner vocabulary list than without, and this is a main strength of using a stemming process.
Text Stemming is widely used as a part of the text pre-processing step in Information Retrieval
and Natural Language Processing systems. Stemming employed on text pre-processing stage to
solve the problem of vocabulary mismatch and reduction in the dimensionality of representation

set or training data.
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After developing the stemmer for Geez, further studies related to Geez text processing can be
used as input and it may have various applications for Natural language processing and

Information retrieval systems and used as an input for the following:

» Part-of-Speech Tagging Systems(POS)

» Document Classification and Clustering(DCC)

» Machine Translation Systems(MTS)

» Automatic Summarization Systems and Question answering systems (ASS and QAS).
>

Text searching, spell checker, speech recognition, word sense disambiguation.

1.7.  ORGANIZATION OF THE THESIS

The research work consists of six chapters. This chapter introduces the importance of stemming
on IR environment and the need to develop stemming algorithm for conflating variants of a word
in Geez language. Statement of the problem and the methodology employed and scope of the

study were presented.

The next chapter analyses the works on conflation techniques in general and stemming
algorithms in particular. Detailed discussions made on approaches to stemming and types of
stemmers. Review also made in this chapter on some stemming algorithms developed for other

foreign and local languages.

Geez language morphologies were reviewed in chapter three. The inflectional and derivational
morphologies of the language are the main concerns of this chapter. Word formation processes

for Geez nouns, adjectives, and verbs will presented in detail in the chapter.

Fourth chapter deals with discussions on the development of the proposed stemming algorithm
for Geez text. The compilation of stop word lists and affix (prefix-suffix pair, prefix, and suffix)
lists presented in this chapter. The approach employed to develop the stemmer and the reasons

for its selection also parts of the discussions.

Chapter five focused on the implementation and the experimental results this study. Lastly
chapter six present conclusions deduced from the findings and recommendations for future

research.
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CHAPTER TWO

LITERATURE REVIEW AND RELATED WORKS
2.1.  INTRODUCTION

Firstly the problems related to the use of natural language in information retrieval and Natural
Language Processing applications 1is that of morphological variation of words.
Morphological variation of words refers to the fact that words may occur in inflected
forms, or that derivation is used to produce new but related words, or words are combined into
compound words. In most cases, morphological variants of words have similar semantic
interpretations and can considered as the same for the purpose of IR and NLP applications [6]. In
Natural language, stemming is a technique that used to conflate or reduce morphological variants
of words to a single term (stem/root), by stripping the root of its derivational and inflectional

affixes [3].

On this study, to achieve the main objective we have to review various Geez language
documents and Stemming techniques that are helpful for conflation of the word. There are a
number of stemming algorithms developed for different languages like English language and

various sematic language like Amharic[11], [37].

2.2. CATEGORIZATION OF STEMMING TECHNIQUES

The stemming process has a rich literature, and a number of stemmers of varying flavours were
been developed over the last decades. Stemming methods may range from simple approaches
like the removal of plurals and present and past participles to complex approaches that remove a
variety of suffixes and include a lexicon [38]. According to [14] the current stemming algorithms
belong to one of three categories which were; Rule Based, Statistical, or Hybrid. Each of these

categories finds the stems of the variant words in their own typical way.
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Stemming Techniques
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Character N-Gram

Morphological Based

Figure 2-Categorization of stemming techniques [14]

According to [39] and [1] stemming techniques classified as truncated, statistical and mixed. On
the other hand different researcher classified it on different ways [39], [12], [7]. On the following

sub section we tried to discuss the common classification.

2.2.1. RULE BASED TECHNIQUES

Rule-based stemmers transform the variant word forms into their stems or base forms by using
certain pre-defined language-specific rules [19], [25], [27]. The creation of language-specific
rules requires expertise in language or at least a native speaker of the particular language.
Moreover, rule-based stemmers sometimes employ additional linguistic resources like
dictionaries to conflate morphologically related words. The major advantage of rule-based
stemmers is due to their ease of use and the language-specific rules created once and applied to

any corpus without any additional processing[1], [4].

However, for languages where the resources are poor, these stemmers are not preferred. These
stemmers tend to be better in the way of applying complex morphological rules of the language
than statistical stemmers [40]. According to [2], [41], [42] there are various rule-based stemmers
in which applied on different language from these stemmer techniques, we have discussed some

of it as the following categories:
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2.2.1.1. BRUTE-FORCE/DICTIONARY TECHNIQUES

In this method collection of word and their conforming stems can be warehoused in a dictionary
or table. The stemming process is done by looking up the dictionary or the table. For the purpose
of speed of looking up of table, it uses the Hash table or B-tree. In other way Brute-force
stemmers make use of a lookup table to return the stem of the word [1], [12]. This lookup table
maintains relations between the variant words and their root forms. The table checked to find the

matching inflection and the associated stem will be returned.

These stemming techniques also called table lookup or dictionary-based techniques. One notable
advantage of these stemmers is that they can handle the inflected word forms of a language that
do not obey the language-specific rules appropriately [39]. For instance, suffix removal
algorithms can stem the word “eating” to “eat” but it cannot stem the alternate inflection “ate”.

The following figure (figure 3) shows the general procedure of dictionary look up procedure [4].

List of words
1o be
stemmed

Corpus
Documents

l

Stemming

Stemmed
words

Figure 3 Stemming procedures for Dictionary/table look up technique [4]

The major limitation of these algorithms is that, all the variant words cannot manually collected
and/or recorded in a lookup table. Therefore, it cannot stem the words that are not present in the

table. Moreover, it consumes a lot of space to store the list of relations [1].
2.2.1.2. AFFIX REMOVAL TECHNIQUE

Affix refers to prefixes, infixes, suffixes or combination prefix-suffixes of words. Therefore, as

the name suggests, these techniques remove the suffix and/or prefix from the variant word forms
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[7], [43]. The stemmers in this category make use of a suffix/prefix list along with certain
context-sensitive rules to obtain the stem. Most of the works were done on suffix removal as
compared to prefixes. The affix removals based on rules are either done based on longest match
basis or in iterative manner. For example in English, the following inflectional words were

stripped the suffixes into the stem “connect”.

Connection -ion

Connections -ions

Connective ====> connect +-ive =====> connect (stem)
Connected -ed

Connecting -ing

According to [44] the necessity of are; firstly an affix stripping algorithm does not require a
dictionary. Secondly, the algorithm is very fast. Thirdly, since it does not require any supporting
data the algorithm can be run on any device and lastly, there is lack of quality corpus to train

statistical algorithms it cover come such problem.

On the other hand, major weakness of these stemmers is that the stems produced after removal of
suffixes are not real words of the language [1]. These truncated word forms are poor for human
interfaces and present difficulties in certain applications. The problem depends on how the
transformation being used [1]. For example, if we use the stems to create clusters of words, then
the failure to identify a word is not necessarily harmful but in applications like word-sense
disambiguation, these stems cannot used, as it is not possible to resolve the meaning of the word
without knowing the word we are dealing with. Moreover, affix removal algorithms sometimes

9% ¢

produce aggressive conflations [44]. For example, the words “general,” “generic,” “generous”
stemmed to the same root “gener” by the suffix stripping process. Figure 4 shows the general

affix stripping procedure [4].

l4|Page



Affixes List Stripping

technique

Term Stemming

Stem

Figure 4 Affix Stripping Procedure
2.2.1.3. MORPHOLOGICAL STAMMERING TECHNIQUE

These stemmers involve inflectional and derivational morphological analysis to perform
stemming. They require large language-specific lexicons containing word groups organized by
syntactic and semantic variations [19], [5]. Inflectional analysis can detect changes in word
forms due to gender, tense, mood, case, number, person, or voice. Whereas derivational analysis
can detect changes in part of speech (POS) and can reduce surface forms to the forms from
which it derives. For instance, “advancement” is stemmed to “advance” but “department” cannot

stem to “depart” as both forms have different semantics.

The advantages of morphological stemmers are that, it produce morphologically correct roots
and can handle various exceptional cases. These stemmers handle roots that are out-of-
vocabulary by making use of rules as well as a lexicon [19]. The algorithm first finds the root in
the lexicon but if the root is not found, and the suffix is productive enough and the word is

transformed.

2.2.2. STATISTICAL BASED STEMMING TECHNIQUES

Statistical stemmers use unsupervised or semi-supervised training to learn stemming rules from a
corpus of a given language. They group morphologically related words using the ambient corpus,
thereby obviating the need for language experts or any additional linguistic resource. For that
reason, these stemmers also called language independent or corpus-based stemmers [14], [38].
The major advantage of corpus-based stemmers is that these stemmers can applied to a new
language with very little effort provided the language satisfies the basic assumptions of the

stemmer (as variant words should be formed by adding affixes only).
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Moreover, statistical stemmers can find fewer frequent cases while processing a large corpus of
the language. A number of studies [45], [35], [46] have shown that statistical stemmers are good
substitutes to language-specific stemmers, especially for languages where linguistic resources are
incomplete. There are different techniques included in to statistical stemming approach; for the
purpose of this study various techniques such as Successor variety, Lexical analyses based,
Corpus analyses based, and character n-gram-based statistical stemming methods were proposed

in the literature.
2.2.2.1. SUCCESSOR VARIETY TECHNIQUE

Successor variety techniques are based on the structural linguistics which determines the word
and morpheme boundaries based on distribution of phonemes. Successor variety of a string is the
number of characters that follow it in words in some body of text [47]. It determine word and
morpheme boundaries based on the distribution of phonemes in a large body of utterances and
the successor variety of a string is the number of different characters that follow it in words in
some body of text [11]. The successor variety of substrings of a term will decrease as more
characters are added until a segment boundary is reached. Cut off method, peak and plateau
method, entropy and complete methods are the common method used for this technique for
determining the cut off and the boundary. Figure 5 shows the general process of successor

variety technique [25].

CORPUS

SUCCESSOR VARIETY
ALGORITHM

4
Y

WORD STEM

Figure 5 process Successor variety Technique [22]

The stemming process has mainly three parts in which, is that determine the successor varieties
for a word, then segment the word using one of the methods stated above and finally, select one

of the segments as the stem. In addition to that, it has two main criteria to evaluate various

16| Page



segmentation methods. The first one is the number of correct segment cuts divided by the total
number of cuts and the second one is the number of correct segment cuts divided by the total

number of true boundaries.

The successor variety of the word “READABLE” is shown in table below. The successor variety
of a string is the number of different characters that follows words in a text set. For example a
text set containing the following words “ABLE, APE, BEATABLE, FIXABLE, READ,
READABLE, READING, READS, RED, ROPE, RIPE”.

Prefix Successor Variety Letters
R 3 E,LLO
RE 2 A,D
REA 1 D
READ 3 ALS
READA 1 B
READAB 1 L
READABL 1 E
READABLE 1 (Blank)

Table 1 Successor variety example

When there are a large text set, the successor variety of sub strings of a stem will diminution as
more characters are added until a segment boundary is reached. If the successor variety substring

is very low, probably it will be a stem.
2.2.2.2. LEXICON ANALYSIS-BASED TECHNIQUE

These stemmers analyse a set of words obtained from the corpus to group the lexicographically
related words. They find probable stems and suffixes using various methods like computing
string distances, the frequency of substrings, and so on [38]. Additionally, it is also applied
potential suffix information to discover suffixes from the lexicon. The algorithm is tested on six
Asian languages, namely Hindi, Marathi, Gujarati, Bengali, Tamil, and Odia, and performed well

in all the languages [9], [38], [47].
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2.2.2.3. CORPUS ANALYSIS-BASED TECHNIQUE

These stemmers group morphologically related words by analysing their co-occurrence or
context in the corpus. These are based on the fact that; words that co-occur in the corpus; are a
better representative to be merged than words that do not co-occur. As compared to lexicon
analysis-based stemmers, they require relatively large corpus to obtain more reliable co-

occurrence information [38].

More over [38] proposed an unsupervised stemming method that uses both lexical and semantic
information from the corpus. The stemmer works in two steps. In the first step, modified
Minimal Mutual Information (MMI) clustering is used to group words that are lexically and
semantically related (having the same semantics and share a common prefix). These clusters are
used as training data for a maximum entropy classifier that encodes context-specific stemming
rules into features. The authors tested the proposed method in three different types of
experiments: Inflection Removal, Language Modeling, and Information Retrieval. The stemmer

performed well in all three experiments and is hence used as a multi-purpose tool.
2.2.2.4. CHARACTER N-GRAM BASED TECHNIQUE

These stemmers learn the stemming rules through frequency or probability of n-grams obtained
from the words of the corpus. They can handle morphological variations in alphabetic languages.
As compared to other methods in this category, n-gram-based stemmers can handle not only
inflectional and derivational morphology but also compounding of words or spelling exceptions

[31. [33], [48], [49].

According to [47] an n-gram is a set of n consecutive characters extracted from a word. The main
idea behind this approach is that, similar words will have a high proportion of n-grams in
common. Typical values for n are 2 or 3, these corresponding to the use of di-grams or trigrams,

respectively. For example the word “productive” and “production” have the following di-grams.
Productive => pr ro od du uc ct ti iv ve

Production => pr ro od du uc ct ti io on
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From this example each word has 9 (nine) unique di-gram and they share 7 (seven) unique di-
grams: pr ro od du uc ct ti. To calculate the similarity of the two words, we can use Dice’s
coefficient. Let say, A and B are the numbers of unique di-grams in the first and the second

words respectively and C is the number of unique di-grams shared by A and B is given by:

2C o _ (2¥7)

T 4+B° T (9+9)

= 0.78

Then the similarity measures are determined for all pairs of terms in the database, forming a
similarity matrix. Once such a similarity matrix is available, terms are clustered as a group using
a single link clustering method or other method. From the values of Dice’s coefficient, we can

extract the first seven unique di-gram as a stem.

The following table (table 2) shows Bi-gram and Tri-gram of the two words “Correction” and

“Corrective” that were taken from [2].

WORD DI GRAMS TRI GRAMS

Correction *C,CO,0R,RR,RE.,EC,CT, TLIO,0 **C,*CO,COR,ORR,RRE,REC,ECT,CTLTI
N,N* O,ION,ON* N**

Corrective *C,CO,0R,RR,RE.EC,CT, TLIV,V **C,*CO,COR,ORR,RRE,REC,ECT,CTLTI
E,E* V.IVE,VE* E**

A 11 12

B 11 12

C 8 8

Dice-

Coeff. 0.727 0.667

Table 2 N-gram example

From the above Dice's coefficient was computed as (2 * 8) / (11 + 11) = 0.727 and (2*8) /
(12+12) =0.667 for Di-gram and Tri-grams respectively. Likewise the similarity is computed for
all the word pairs and they clustered as the groups. The value of the Dice coefficient gives us the

hint that, the stem for these pairs of words lies in the first 8 unique di-grams.

2.2.3. HYBRID STEMMING TECHNIQUES

Hybrid stemmers combine several approaches to perform stemming. The combination of
approaches generally helps in increasing the efficiency of the stemmer [12]. Hybrid stemmers
will be formed by the combination of different stemming methods such as combining various

rule-based approaches and/or combining a rule-based approach with statistical methods. For
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instance, the efficiency of a suffix stripping algorithm; can be increased with table lookups for

unusual word forms (like run/ran) and/or singular/plural forms [50].

Similarly, the classes generated by using the rule-based stemmers can be further refined using

co-occurrence or other corpus-specific information. It helps in solving the problem of aggressive

conflation in rule-based stemmers. A variety of hybrid stemmers, for different languages have

been developed [50], [12], [35].

2.2.4. SUMMARY OF STEMMING TECHNIQUES

Generally researchers have proposed various stemming techniques, but those techniques can be

broadly categorized either of manually automatic methods [1], [47], [51]. Those stemming

techniques may have advantages and limitations. To overcome the limitation of individual

techniques researchers proposed the hybrid approach. The following tables (table 3) show that,

the advantage and limitation of the common stemming techniques.

Stemming Advantage Disadvantage/limitation
type
Affixes Very fast and no need of storage given the poor performance when dealing
Removal does not require any supporting data the with exceptional relations
algorithm can be run on any device need to have extensive language expertise
does not require a dictionary to make them
Dictionary Produce true stem/ accurate result It is domain dependent
The storage overhead
Based

Need to extensively work on a language

N-gram based It is language independent

Requires a significant amount of memory
and storage for creating and storing the n-
grams and indexes.

Corpus
analysis based

resolved

Avoid making conflations that are not
appropriate for a given corpus.
over/under stemming drawbacks

are

Need to develop the statistical measure for
every corpus separately.
the processing time increases

Morphological Produce morphologically correct root
analysis based Can handle various exceptional cases

Handle roots that are out-of-vocabulary

It is language dependent

Table 3 Summary of stemming Techniques
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2.3. EVALUATION TECHNIQUES FOR STEMMING ALGORITHM

The evaluation of stemmers has always been a debating affair. Different research groups have
proposed a number of evaluation metrics to measure the effectiveness and/or error rates of the
stemmer. According to [14], evaluation techniques can be broadly classified as direct or indirect
evaluation methods. The various direct and indirect methods of evaluation proposed on some

literature described as follows.

2.3.1. DIRECT EVALUATION METHODS

Direct evaluation methods measure the performance of the stemmer directly on a collection of
testing words independent of any application [14]. These methods measure the stemmer
performance in terms of error rates, correctly stemmed words (accuracy), statistical methods, and
etc. These methods require the collection of test words of the language, which involves a lot of
manual work. By the help of this method, we can measure the performance of the newly
proposed stemmer with taking into consideration of error rates (under and over stemmed errors)

and accuracy.

Under-Stemming Errors: as the name suggests that, it is the case when the stemmer strips the
words below the expected level. In these types of errors, the words that have the same stem may
not conflate together or related terms may not have same stems. For example, “dentistry” and
“dentist” may not stemmed to the same root by the Porter algorithm [4], [2], [4]. If the stemmers
have high number of under-stemming errors, the overall performance of the stemmer is
decreased. Procedures like partial matching used in stemming algorithms helps to decreasing
these errors by conflating the stems if which are morphologically similar with some defined cut-
off. These procedures in some cases it may produce more errors but still it is useful and give

good results.

Over-Stemming Errors: these errors occurred when the stemmer removes more terms from the
given word form, thereby truncating parts that belong to the stem of the word. In these errors,
two words having different morphological roots may conflated together to the same stems; for
example, “illegal” and “illegible” are both stemmed to “illeg” and are grouped together. Over-
stemming errors also decrease the performance of stemmers as two words that are not related but

have the same stem might wrongly detected [2], [4].
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These errors can be reduced by imposing constraints like minimum stem length of the resultant
stem. As Paice suggestion a metric, named as Over-Stemming Index (OI), that used for
measuring the errors, which is defined as OI =1-Distinctness index; where the distinctness index

is the ratio of word pairs that are not conflated together to the total number of word pairs.

2.3.2. INDIRECT EVALUATION METHODS

Indirect evaluation methods are another categories of evaluation techniques that used to measure
the performance of the stemmers by using them as a pre-processor of a specific application like
Information Retrieval(IR) system, Text Classification(TC), and so on [14]. The major advantages
of these methods are, that do not require tedious manual labour as it make uses of various
automated tools to measure the performance on the newly proposed stemmer. Nevertheless, it
require various resources such as document collections, query sets, and are quite sensitive to the
type of collection and queries used during testing process. For Information Retrieval tasks

precision, recall and F-score are used for measuring the stemmer of performance directly [14].

Precision measures the number of relevant documents retrieved out of the total documents
retrieved. Whereas recall measures the total number of documents retrieved that are relevant to
the total number of relevant documents with respect to the query. The weighted mean of
precision and recall is termed the F-Score and it is widely used for testing the retrieval accuracy,
as it considers both Recall and Precision. The mean of Precision and Recall values at various
ranks in a ranked list of documents is termed Average Precision and quite frequently used in

evaluating the retrieval accuracy of an IR system [14], [13].

Stemming improves precision as well as recall. This is because of the impact on Term
Frequency-Inverse (TF), Document Frequency (TF-IDF) weighting. We can get a different
frequency by grouping variant word forms i.e. documents that are more relevant are promoted at
superior ranks [13], [40]. On the next section, the researcher tried to asses or reviews some

recent related works in the field of stemming.
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2.4. RELATED WORKS
2.4.1. INTRODUCTION

In the field of Natural Language processing and Information Retrieval system; numerous
research have being done and researchers invest their time to build good IR system and NLP
applications. Stemming approaches are the under laying areas of such applications to process and
handles natural languages. On this sub section, we have tried to review researches that were done
particularly on stemming techniques for some of the local and foreign languages.

Much of research work on stemmer have been done on English, Indian, and Arabic languages
[1], [7], [41], [50], [52]-[54]. In contrast, for Ethiopian language there were little research have
being done, particularly; there were little research tried on some language like Amharic, Afan
Oromo, Tigrigna, Afaraf, Siltie, Geez and Awing [11], [12], [17]-[19], [25], [26], [37]. Due to
these reason it’s amenable to do more and more investigation on Ethiopian language to support

IR system. On the following section we have tried to discuss about some of those research work.

2.4.2. STEMMERS ON FOREIGN LANGUAGES

From the past many years, unending attempts have been made to build efficient stemming
algorithms. There have been a lot of research works introducing some new theories and
implementations of stemmer. But the product produced didn’t map the desired expectation [32].

This leads to further investigation for stemming different language.

In the meadow of stemming, Lovins stemmer was the first published work by Lovins on (1968)
[55] . It was a single-pass stemmer that works in two steps. First, it removes the suffixes by
performing a lookup on a list of 294 suffixes each associated with 1 of 29 context-sensitive
conditions. The suffixes in the list are arranged according to their lengths. In order to stem the

word, the suffix list is enquired on the basis of the longest-match principle.

If the suffix with a satisfying condition is found, then it is removed from the word. For instance,
in order to stem the word “rationally”, the first suffix that matches in the list is “ationaly” with
condition “minimum stem length of three”. This suffix is discarded as the stem will be of length
less than three. The next suffix in the list “ionally” with no constraint on stem length is selected,

2

and the root “rat” is returned. In the next step, the stem is recoded by using another list

containing 35 transformation rules to convert the roots into valid English words. Finally, the
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words whose roots are moderately close but not essentially same are grouped together using the
partial matching method. The Lovins stemmer is simple and fast, but it missed many common

suffixes.

The Porter stemmer (1980) [56], is the first written, most popular and widely used English rule-
based stemmer. Porter defined English words as a sequence of vowels and consonants, that is,
[C][VC] m [V], where V and C denotes one or more vowels and consonants, respectively, and m
is the measure of the word. The Porter algorithm defines 60 rules that are applied to the word to

be stemmed in five steps.

Each rule of the algorithm is of the form (condition) (suffix) — (resultant suffix). The rule
specifies the indispensable condition in which it is to be applied and how the word is altered to
obtain the stem. As an example, rule (m>0) NESS —¢ denotes that if a word has ending NESS
and the measure of the resultant stem is greater than zero, then it remove the ending. So,
according to this rule, the word “goodness” is stemmed to “good”. The Porter stemmer is
efficient with regard to readability and complexity, but errors like over-stemming
(probe/probable) are well known. An improvement to the Porter algorithm, called the Porter2

algorithm, has also been developed [56].

Another research was done by the F. Ahmed et al. on (2009) [3], to evaluate n-gram compilation
approach for Arabic text. They proposed a language independent approach based on
unsupervised method that enhance pure n-gram model. It can group related words based on
various string similarity measure while restricting the search to specific location of the target
word by taking into consider the order of n-gram. The stemmer produce a best result and reduce
ambiguity rather than the pure n-gram additionally the present an adaptive user interface for

“Arasearch” that helps as meta search for current meta search engine.

In order to assess the new approach by comparing with pure n-gram, they select bi-gram and tri-
gram for eliminating the problem of short words. The previous work demonstrated that, n=3 or 4
was well suited for Arabic Information retrieval (AIR), this constraint leads to a problem of
handling short words. In contrast the suggested approach can handle the short words by using bi-
gram (n=2) and reverse n-gam for avoiding ambiguity. Final they have got revised bi-gram is
better than the pure n-gram, and they have recommended that, an n-gram model was preferable

for highly inflected language.
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Hybrid stemmer for Gujarati language was proposed by (2010) in which collected the linguistic
knowledge in the form of hand crafted suffix list for improving the quality of the stem and
suffixes during the learning phase. The proposed approach is based on Goldsmith’s (2001)
methods by taking all spit method. They have used EMILLE corpus for training phase in order to
learn the probable stem and suffix. For evaluating the performance, they have performed various
experiment and used 5-fold cross validation. The experimentation was performed with and
without handcrafted suffix list. As the experiment showed that, with handcrafted suffix list have
the better result. As the researcher conclusion, the proposed system has an accuracy of 67.86 %.

This stemmer can handle only inflectional endings, i.e. could not handle derivational ending.

Kumar D. and Rana P. (2010) [57] develop a stemmer for Punjabi language by the help of using
brute force and suffix stripping techniques. The proposed system uses mainly dictionary look up
and suffix stripping as additional methods. The approach has two pointers (input and matching
pointer) and three constituents in which input, output and process. In order to evaluate the
performance of the proposed techniques the authors have used the parameter like correctly
stemmed word, effectiveness and performance of the stemmer. The system was normally a
beginner's version for the language and does not require processing of the text before stemming

the word. Even though, the stemmer was good it have some problem due to errors of suffix

stripping.

Continuously Gupta V. and Lehal G. (2011) [41], was proposed a new stemmer for Punjabi noun
and proper name. The authors have generated various rules with nineteen steps and as they have
evaluated the stemmer, the output of Punjabi language for nouns and proper names has been
done over 50 Punjabi documents of Punjabi news corpus of 11.29 million words. The efficiency
of the stemmer was recorded 87.37% which is tested on over fifty (50) news documents. It have
some errors due to the violation of the rules, dictionary error or syntax mistakes. Even if it has

some errors this stemmer was successfully used in Punjabi language text summarization.

An improved Arabic Light Stemmer was one of the best Arabic Stemming Algorithm in which
proposed by Elrajubi, Osama Mohamed in (2013), [58]. It was designed to conflate Arabic Word
that out-performed the other light stemmers. The proposed approach has eight steps for generate

the stem of the given word. But the rule causes changing of the meaning of some words, as a
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result the author applied some other rules to correct these words using. This algorithm was
implemented and compared the results with the light10 stemmer.

For implementation purpose, he used four news articles written in Arabic language were chosen
from Aljazeera website channel on the Internet (http://www.aljazeera.net). The word count of
these articles was 2791 words. After employing these words to the stemmer, the accuracy rate of
the Light10 and proposed stemmer were 66% and 88.25 % respectively. Therefore, the proposed
stemmer is better than Light10 stemmer. Even though the proposed stemmer improved the
accuracy rate of the system, it does not provide the correct stem for a large number of words

(328 out 0of 2791 from the test data.

On the other hand for Hindi language, there was a lot of works done so far. Mishra U. and
Prakash C. (2012) [6], proposed an effective stemmer for Hindi language called MULIK that are
purely based on Devangari script and works on a hybrid approach particularly a combination of
dictionary lookup and suffix removal techniques. For the case of evaluating the proposed
stemmer, they have used accuracy of stemmed word, effectiveness and performance of stemmer.
For accuracy purpose, they have considered a look up database of 15,000 words. The system will
works at an abnormal condition occurred, even if the inputted word does not exist in the look up.
As a final point the proposed stemmer showed an accuracy of 91.58 % and reduced under and

over stemming error.

Mohammed N. Al-Kabi, (2013) [16] proposed a new Khoja stemmer that uses various patterns
and flaws. This stemmer is well-thought-out by a number of researchers as a standard stemmer
for Modern Standard Arabic (MSA), which was a typical analysis of pattern framework. The
systems identify the flaws leads to identification of missing Patterns not used by Khoja stemmer.
As a result the augmentation to Khoja stemmer is restricted to adding missing patterns this leads
to a round five percent improvement to the accuracy of khoja stemmer. From the experiment the
accuracy was registered to 90.93 % by using more than 600 Arabic words with their correct three

lateral verbs.

Paul A. et al (2014) [7] introduced a system described an affix stripping technique for finding
out the stems from context free text in Nepali language using lexical lookup based and rule based

approach. The system starts by introducing different types of lexicon, the basic unit of Nepali
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stemmer, and few rules to identify the word in the lexicon and by integrating them. They develop
extensible architecture for stemmer development system that handled data related to samples of
economics, health and politics in Nepali language, which are based on Devanagari Script. Their

system showed some improvement in the performance over simple rule based system.

Mahmud, Redowan proposed (2014) [52] a rule-based algorithm that eliminates inflections
stepwise without continuously searching for the desired root in the dictionary. The stems can be
computed algorithmically cutting down the inflections step by step. The algorithm is independent
of inflected word lengths, they used two separate stemming algorithms i.e. one for the verbal
inflected words and another for noun inflected words with integration of hierarchical approach

for stripping suffixes from the inflected words.

Al-Omari A. and Abuata B. (2015), [59] Proposed an Arabic light stemmer (ARS) in which they
design and implement a new Arabic light stemmer (ARS) which is not based on Arabic root
patterns. Instead, it depends on well-defined mathematical rules and several relations between
letters. They have compared the proposed stemmer effectiveness against two other light
stemmers. As the result showed that, ARS out weight its performance even if few wrong stems

found when applied on a set of 6,225 Arabic words.

2.4.3. STEMMERS ON ETHIOPIAN LANGUAGES

Unlike English and other western languages, Ethiopian languages are less researched languages
in the areas of information retrieval and natural languages processing applications.
Recently there are some researches done in the areas of IR and NLP for Ethiopian languages like
Ambharic [11], [37], Tigrigna [17], Silt’e [27], Awngi [25] and Afan Oromo [12] and Geez [18],

[19] were some of the reports done[60]. We have discussed each of them as follows.

Bethlehem M. (2002) [37], proposed an automatic indexing for Amharic language text by using
N-gram based approach. This approach computes similarity and cluster similar words into group
and represents the groups by one stem or root term. She developed the system by assigning bi-
gram and tri-gram particularly. To compare the results of the N-gram approach she used word
based indexing. The researcher tests the system by applying 100 documents with 24 queries. As
the experiment showed that, the word based indexing was better than n-gram based retrieval.

However accomplish n-gram based approach with bi/tri-gram still perform comparable results.
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Another research was conducted by Mezemir G. (2009) [11] for Amharic language text. He
have developed an automatic stemmer algorithm using successor variety approach and for the
purpose of training and testing this methods he have prepared a corpus of 6270 words obtained

from the Ethiopian News Agency (ENA) and Walta Information Center (WIC).

The algorithm was implemented based on entropy and complete, peak and plateau method. From
the experimentation result showed that, the successor variety algorithm with the peak and plateau
method had a better performance than successor variety algorithm with the entropy and complete
method. The performance of the proposed approach were performed an accuracy of 71.8 % for
peak and plateau method, while the entropy and complete methods performed 63.95 % and
57.99% level of accuracy.

Debela Tesfaye (2010), [12] develop a hybrid stemmer for Afan Oromo language text. The
algorithm follows the known Porter algorithm for the English language and it is developed
according to the grammatical rules of Afan Oromo language. Particularly he adopt some
concepts like measure, arranging the rule into cluster and analyzing word formation based on the
nature of their endings. The rules have seven clusters, each of them represents a particular class

of affixes and the rules class was ordered and mutually exclusive.

Two version of algorithm were developed, the first algorithm was purely rules based and the
second algorithm was statistics (n-gram). The author first checked the rule based algorithm and
tried to integrate with n-gram. To evaluate the performance of the proposed stemmer, error
counting technique was employed. For testing purpose 198 sentences with a total of 2458 words
collected from various sources and the result registered was 95.73% correct and shows an

enhancement from previously designed rule based approach.

Yonas Fisseha [17] investigated that, a rule based stemmer for Tigrigna text on (2011). This
stemmer was created from small rule-sets by affixes removal techniques particularly, inflectional
and derivational affixes. In order to make the rule the researcher has taken in to consideration
various exceptional issues. He has developed ten rule set for prefix stripping and seven rule set
for stripping suffix. The proposed stemmer was evaluated and tested based on counting of actual
under stemming and over stemming errors using a total of 5437 word variants derived from two
datasets. As his experiment showed that, the average accuracy registered was 86.1% and the

error rate was 13.9%

28| Page



On the other hand Muzeyn Kedir (2012), [27] designing a rule based stemming algorithm for
silt’e language. The proposed stemmer was used an iterative approach, context sensitive and
recoding rules to remove prefix, suffix and reduplication of letters from silt’e language text.
Stemmer was applied firstly prefix, secondly suffix and finally letter reduplication were
examined. To test the proposed stemmer he used 1486 words, which were selected randomly
from the sample texts. The result of the experiment shows that, the designed stemmer achieved
an accuracy of 85.71%, and brings a dictionary reduction of 34.99% for stem words. The
proposed stemmer conflates only derivational and inflectional words; it could not handle

irregular and compounding forms of the word.

Lastly, Abebe (2010) [19] develop a rule based stemmer for Geez language. Affix removal and
morphological analysis techniques were used for developing the proposed stemmer. As he was
clarified the language, it is morphologically rich and complex. The main word formation process
of Geez is affixation like prefixes, suffixes, infixes, circumfixes and concatenation of affixes.
The stemmer has generally three actions in which the first two actions were applied on the
affixes removal phase and third one was applied on the morphological analysis phase with its
respective condition. The conditions were used to check the rule and applying the required

action.

In order to evaluate the proposed stemmer, manual error counting mechanism was employed.
Through the experiment they have seen three types of errors namely under stemming, over
stemming from affix removal techniques and some structural problems form morphological
analysis technique also. The accuracy performed by the system were 82.42%; even if the
performance was good, he recommended to improve the performance of the stemmer by adding

additional rules and applying another approach.

Generally, one of the short coming of the stemming research conducted before, whether for
foreign language's like English, Indian, Arabic etc. [4], [6], [16], and local language like
Ambharic, Tigrigna, Afan Oromo etc. [11], [12], [17]. It couldn’t applied on the rules for Geez
language text. This is because, the morphological complexity and the pattern of word formation

process of Geez is totally different from these stated languages.

Additionally, one of the stemmer developed by Abebe [19] for Geez language has been faced by

many challenges. The first problem is that, the compilation of affixes list is very limited affixes;
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hence, the designed stemmer can handle only 22 prefixes and 32 suffixes lists with taking into
consideration of one and two radicals only. For example, HA.2-, H&F-, AAQt- OHAT- and -hh7,
-9, -2tPar. -hGrav- etc. are a prefixes and suffixes that did not striped by the rule based
stemmer respectively. As a result, it does not have the complete list of affix, i.e. it cannot
conflate even common possible affixes of the language. This leads to produce improper stem as a

final result.

The second problems of this stemming is that, the compilation of stop words excluded the
common and frequently occurring non-content bearing words that are found on Geez text
collections. As an example the word “7hhd/between/, AxA/with---on/, AO&7k/how many/,
£¢/behind/, h4./or/ and A9°7t/why/ are non-content bearing words; that should be included as

a stop-word list but it did not considered by this stemmer.

Another problem is that, the stemmer simply strips any end of a word that matches one of the
affixes in a list without any detailed condition have been examined. It consider only length of the
term to be stemmed should be more than three as a pre-conditions. For example, based on this
stemmer the length of the term “+70AhPe>’ is more than three; as a result the letter “+’ will be
removed by the stemmer and will get “¥1Ah®Pav- as an output. Then also it will remove the last
suffixes ‘Pav-’ because it satisfies the the condition, and the final result will be “20dh’ which is
not popper stem for the word “+7¥Ah®Pav-’. The correct stem of the given word/term is “+70A’
in which the long possible suffix ‘-h®av-’ is removed and the last letter ‘e’ should be changed to
‘@’ by considering some recording and exceptional rules that will be examined before and/after
affixation process. These conditions show us, exceptions and recording rules for the stemmer

should be incorporated rather than considering only the length of the stemmed words.

On the other hand, structural problem was facing this rule based stemmer and the error rates
were high. This requires the need for the detailed knowledge of the language to come up with the

good stemmer by seeing different exceptional case.

Recently Afeworki et al. (2019), [28] conducted a study on Geez language by using longest
match approach. The stemmer can handle irregular words and it removes affixes with
considering some exceptional cases. For evaluation purposed stemmer a test data set of 2000

words were applied on the proposed prototype and finally the performance of the stemmer with
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respect to accuracy were registered as 87.22%. According to the result found, this stemmer out

performed by 4.8% accuracy with reducing an error rates of 4.8%.

Even if the result found was encouraging and shows some enhancement than the research
conducted by[28], it was challenged by error rates of 12.78%. This leads to degrade the
performance of the stemmer and it was the shortcoming of the study. This shows us trying
different methods and approaches with the detailed study of the morphology of the language are
needed in order to come up with a good stemming application for the language by reducing the

errors found and increasing the accuracy level of stemmer for this language.

As far as the knowledge of the researcher goes, there is no previously conducted research in
Geez language by applying hybrid techniques. Therefore, the researcher has an interest to apply a
hybrid approach for Geez text and test the performance of its result by trying to overcome the
limitation of the previously rule based stemmer studied by Abebe [19] and Afeworki et al.[28].
In order to apply the newly proposed hybrid approach, further predefined rule that didn’t covered
by the previous researcher were included by conducting detailed study of Geez morphology and
statistical character n-gram approach is selected. Character n-gram technique can handle some

inconvenience that cannot handle by the designed rule sets.
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CHAPTER THREE

GEEZ MORPHOLOGHY
3.1.  INTRODUCTION

Geez language is reach in vocabulary and it has the characteristics of carrying different massages
with a single word alone. Geez is widely used written language historical Ethiopia and EOTC.
Various documents like art works, governmental documents, and religious scripts were widely
available in the church and governmental possession are inherited to different user. Developing a
stemmer for a language requires a study and modeling of the language phoneme in terms of word
formation. As a result, on this chapter we have tried to discuss the general over view of the Geez

language in details.

3.2.  OVERVIEW OF GEEZ LANGUAGE

A cording to [61] Geez (<16M) is an ancient South Semitic language that originated in Eritrea and
the Northern region of Ethiopia in the horn of Africa. It latter become the official language of
kingdom of Aksum and the Ethiopian imperial court. Today Geez remain only as main language
used in the liturgy of the Ethiopian Orthodox Tewahido Church, Eritrean Orthodox Tewahido
Church, the Ethiopian Catholic Church and the Beta Israel Jewish community.

Tigrigna and Tigre are closely related to this language with at least four different configuration
proposed. Some linguists do not believe that Ge'ez constitutes the common ancestor of modern
Ethiopian languages, but that Ge'ez became a separate language early on from some
hypothetical, completely unattested language and can thus be seen as an extinct sister language
of Tigre and Tigrinya. The foremost Ethiopian experts such as Amsalu Aklilu point to the vast
proportion of inherited nouns that are unchanged and even spelled identically in both Ge'ez and

Amharic (and to a lesser degree, Tigrinya).

According to [61] the study of languages forms the foundation of any study of ancient societies.
A study of the Ge’ez writing systems is essential to understanding the history of Ethiopia and the
evolution and modern usage of the Roman alphabet. This is not to say, by any means, that Ge’ez
is merely a “bridging” system that serves only to connect ancient pictograms to the modern

western alphabet, though that relationship may be unjustly implied in a Western study
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concerning roman letterforms in comparison with the ancient language whose evaluation stopped
where roman letter forms began is a very easy trap to fall into, especially in a distinctly
Eurocentric society. This implies incorrectly that Geez is an outdated system that stopped being

use full as Roman letterforms to the (Western) world stage.

By the 9™ or 10" centuries ancient Geez ceased to exist as a spoken language in Ethiopia
followed a century or to after, by the death of Latin in Europe after the thirteenth centuries as the
remains of Latin were making metamorphoses into the romance languages, spoken Geez also
split in to many closely related tongues, mainly Tigrigna in the north and Amharic in the south.
However written Geez was kept firmly in use purely for sacred and scholarly endeavors, from
the thirteenth through the seventeenth centuries, known as the classical period of Ethiopian

literatures.

3.2.1. WRITING SYSTEM OF GEEZ LANGUAGE

Ge’ez is written with Ethiopic or the Geez abugida as script that was originally developed
specifically for this language. In languages that use it such as Amharic and Tigrinya, the script is
called Fidel, which means script or alphabet. It read from left to right and the script has been
adopted to write other language in which the language is Semitic. The widely used one is
Tigrinya in Eritrea and Ethiopia and Ambharic in Ethiopia. It also used for Sebatbeit, Me’en,
Agew and other languages of Ethiopia [61].

In Eritrea it used for Tigre, and Bilen, a Cushitic language. For other language in the horn of
Africa like Oromo, used to be written using Geez but have switched to Latin based alphabets.
The only language in Ethiopia which has its Owen alphabet is Geez language. Other languages
like Ambharic and Tigrigna adopts these alphabets fully from Geez [18], [19].

The alphabet/Fidel/ of a language represents its sound and it can be studied by dividing them into
simple sound and complex sound. The simple sound represented with 182 (one hundred eighty
two) alphabets; 7 (seven) of them represent vowel sounds and the remaining 175 (one hundred
seventy five) sound represent consonants. Generally Geez language have 26 (twenty six)

syllographs and alphabet, all consonants and each with six more derivation. On the other hand
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the complex sound are represented with 20 (twenty) letters and the alphabet four in number [21],

[22], [62].

Geez is fairly massive in size with its 182 syllgraphs as compared to ancient Romans 21.
However in order to make a fair comparison it must be said that there are essentially 26 main
syllographs , all consonants in Geez while the rest are essentially those with additional strokes
and modifications added on to the main forms to indicate a vowel sound associated with it or to
make aural adjustment in the basic consonant sound . It must be acknowledged also that, there
are not upper and lower case distinctions in Geez as had evolved in the Roman alphabet by the
seventh century. There are not ligatures or other symbol modifiers (as seen in “G” and “g”) as
well as very little punctuation. So to be more accurate in comparison the uppercase “A”, lower
case “a” and accented letters “a” in the Roman alphabet would have to certain punctuation rules
associated with them (‘s). Even on the curve Geez is significantly larger in size. It should be

recognized though as also being large in scope.

The basic columns are labelled as aH (1% -order), hal (2™ order), adn (3™-order), ¢-No (4™-
order), P (5™-order), 48 (6th—order), and a0 (7th—0rder) in each of the alphabets. The other
columns more than the seventh-order (4-10) are “1aH (first-order), ha-1 (second-order), Ada (third
order), 00 (fourth-order), and Ag°0 (fifthorder) families. Simple-sounds are represented with
182 alphabets. These, seven of them represent vowel sounds: A, &, A, &, &, A and A. Whereas, the

remaining represent consonant sounds [20], [22].

In conclusion, the Ge’ez writing system is one of the oldest working systems in the world. This
African writing system has remained unchanged for 2000 years, attesting to its adaptability and
innovative method of organizing sounds. It serves not only as a system of grammar, but as an
insight into the ancient world of Africa, its philosophies, belief systems, and exceptionally

advanced early societies [20].

3.2.2. NUMERALS IN GEEZ LANGUAGE

As other language Geez have its own numbering style. Amharic language adopts the numbering
style of this language in addition to Indo-Arabic numbers like 1, 2, 3 etc. Ethiopian yearly
calendars widely used Geez numbers for celebrating national ceremony. More over EOTC uses

the numbers for yearly celebrations of monthly, yearly and other special ceremony of the church.
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The following table shows us some of Geez numbers associated with corresponding Indo-Arabic

numbers to clarify how numbers are used.

Geez Geez Numbers Indo-Arabic Geez Geez  Numbers Indo-Arabic
Numbers  with letters numbers Numbers  with letters numbers

- AAN 0 A Ale- 20

5 Achg- 1 a wAq 30

g bk 2 o ACNG 40

r wANE 3 g 7970 50

0 ACQOE 4 = 0La 60

Z POk 5 @ ang 70

Z 0Lk 6 (N 77728 80

7 ANk 7 q +09 90

N Oy 8 ? oot 100

g +a%k 9 1% AwCE 9ot 1000

T AwCt: 10 ee A& 10,000

15 AWCE OAhS- 11 199 AWCE AOT 100,000

A AWCE Ohdhk 12 eee AhA4et 1,000,000
F AwCE OwANE 13 N ThOGA 10,000,000
1o AWCE OACOOE 14 geee toéSt 100,000,000
1% AWCE OOk 15 TPPee PhNG T 1,000,000,000

Source:[21]

Table 4 Sample Geez numbers with corresponding Indo-Arabic numbers

The above table demonstrates a sample of Geez numerals with corresponding alphabetic

representations and equivalent Indo-Arabic numbers.
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3.2.3. GEEZ LANGUAGE PUNCTUATION MARKS

There are around 16 punctuation marks existed in the language with their role of writing to
separate sentences and their elements meaning clarification. However, only a few of them are
commonly used for writing purpose of Ge’ez sentences such as, section mark(s), word
separator(z), full stop/ period (:) comma (%), colon (), semicolon (¥), preface colon (:-), question
mark (}), paragraph separator (:), and some of them are no longer used [40]. For example the
word separator (3) is no longer used nowadays literature; it is replaced by white space; Instead of
writing A0t AFOLAPHA: AT OANA:2NNC. AP T4T we can write simply as A7 +O(.
AN 00T OANA £0(1C AP &1t by replacing two dots with white spaces.

3.3.  MORPHOLOGY OF GEEZ LANGUAGE

Morphology is a branch of linguistics in which that studies and describe about how words are
formed. Mainly it covenants with the internal structure of a word in the natural languages. On the
other hand computational morphology deals with developing theories and techniques for

computational analysis and synthesis of word forms.

Morpheme is the minimal linguistic units of a language in which that carry meaning and cannot
be further decomposed in to meaning full units. Geez morpheme can be divided in to free and
bounded. Free morpheme is a morpheme that can stand as a word alone and bounded morpheme

cannot found or occur on its own as a word.

In the following subsection the researcher describes in details about Geez morphology especially
how different word classes are formed and individual words are inflected and derived to form

word variants.

3.4.  WORD FORMATION OF GEEZ LANGUAGE

The Geez word variation is done by mainly inflectional and derivational affixes. On the
following sub sections we have to discuss about derivational and inflectional affixes of the
languages. Geez morphology is formed from affixation and derivations of a given words. It has a
concatenated morphology like prefixes, suffixes and prefix-suffix pairs, non-concatenated
morphology like infixes and compounding morphology like joining of two or more base form
words to form new word forms. Example the word @A-(1a/wesebe/ is a word with a prefix @ and a

noun (1h/human/; Ahdhor-/you bagged/ is a word with a verb aAd/bagged/ and a suffix her- and
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o2h0n/he told to you/ is a word with prefix-suffix pair @¢...h and the verb B'1® on the other
hand the word (b H7+#/ king’s house/ is a compound word (Lt/house/ and H7+#/king’s/ i.e., H

indicate possession.

cee 9
S

But Geez does not have clitics such as as English language to show possession [18],[20]. On
Geez language the formation of words can be used affixation, compounding, duplication or
reduplication and different vowel patterns like other Semitic language such as Ambharic, Tigrigna
and Tigre. For example NNG-tror/with together/ is a word that is formed by duplicating the

latter 0.

Different languages grammars have its own word classes based on its nature. Like that; Geez
Language grammar has six word classes or part of speech; these are noun /a9°/, pronouns /0a?
+@-At /, adjective /P64\/, verb /90, adverb /+@-ah <10/ and prepositions and conjunctions /A70-1/
[20], [22]. For example the word A(+i/our father/,0“7&/sky/,and e°AAh /Angele/ are a nouns; the
word @-At/he/, &it /she/ and etc. are a pronouns, the word hé /went/, o°&h /came/ are a verb
and also the word 127 /tall/, #&ch /red/ and HLC /short/ are an adjectives; A6: /how/ is an adverb
and the word °aA/with/ is a preposition.

3.4.1. INFLECTIONAL AFFIXES OF GEEZ LANGUAGE

Inflectional affixes describe about word stems are united with grammatical indications for things
such as gender, person, number, tense and cases. To agree with the subject of the language Geez,
noun and verbs can be marked for these different grammatical markers due to is richness in

morphological character.

3.4.1.1. NOUN INFLECTIONAL AFFIXES

From the ground the term nouns are name of peoples, places, things and abstract ideas in which
that tell us what we are telling about for example, Ethiopia /A +?%¢/ and Solomon/AA9°7%/ are
nouns. According to [19], Ge’ez noun can be inflected into number, gender and case in which
they have their own phonetic structures. The phonetic structures fundamentally comprises of

numerous character arrangements.

According to Dillman [63] the formation on Nouns are passes through three stages in which the
Nominal stem is formed from the root, the stem that differentiated by number and gender and the

word those elaborated assume special forms, or cases according to the special relations upon
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which they enter in the sentences. Geez noun is very rich in morphological character; it can be
pluralized in to two ways. These ways are by using internal plural marker and external plural
marker. A number marker such as prefixes, suffixes, infixes and their combination creates plural
nouns. Number usually represent for noun adjectives and verb conjugations. There are different
ways for variant word formation of the nouns. According [21], [22], [62], the common Geez
alphabet that used to form variant words are &/a/, ¥/n/, *t/t/, a>/mu/, &/y/, ®/we/, and &/1/. These

alphabets may change its orders based on the nature of the nouns that will be attached with.
To use external plural marker, we can use the following rules:

> A nouns that are inflected by an alphabet ‘@/wu/’ may change the last alphabet form 6™ order
to 1* order and the suffix added to the ending positions.

> A nouns that ends with 5™ order letter; it can be pluralized by adding a suffix £ /yat/ at the
end positions.

> A nouns that ends with 4™ order letter; it can be pluralized by adding a suffix * /t/ at the end
positions.

> A nouns that ends with 7™ order letter; it can be pluralized by adding a suffix P+ /wat/ the
end positions.

» A noun that ends with 3" order letter; it can be pluralized by adding a suffix £7 /yan/ to
masculine and £+ /yat/ to famine at the end positions.

> A nouns that ends with 6™ order letter; it will changes the end radical to fourth radical and
adds - /t/ or 7/n/ at the end positions.

» A nouns that ends with “t /t/”; the last letter will be removed and can be inflected by the
alphabet &/y/ at the end positions.

» A nouns that have two radicals can be pluralised by preceding the alphabet A-/a-/ and
attaching or inserting additional letter -P-/wa/ at the middle positions.

» A nouns that can be inflected by e2</mu/ and &/1/; some change can be made at the internal
alphabet and also adding the suffix 2</mu/ and &\/I/ to the end positions.

» A nouns that start with the alphabet A/a/; the second radicals the last alphabet of the word in
to a sixth order and may add “t+/t/” at the end. Sometimes because of the presence of the

gutturals the second order may be changed in to the fourth order.
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» There are also exceptional nouns that don’t follow these rules. Such nouns can be pluralized
by making change on the internal part of it without adding any additional affixes. Generally

internal plural markers are summarized on the next tables (see table 5 and table 6).

Singular noun Meaning Plural forms Meaning Prefix and Suffixes
Lav§ Cloud RavGt Clouds -t
hPCe Apostle hPCET Apostles -t

&L Flower RyNEN Flowers -t
a0, Eample ALt Examples  -£+

a ¢ Key a Pt Keys -t
7L, Water Tt Waters -t

29° Fasting ARPT° fastings h-

o Tree hOPI° trees h-
At Money avhAL, Moneys -2
(-éé. Angele (+Cdobh Angeles -0
198 Poor 887 poor’s -7
0L7 hoprt A-, -t
h& Hand AhA D" Hands h-, -0~

Table 5 External plural formation of nouns

From the above table we can understand that, most of Geez nouns can be pluralised by following
the aforementioned rules. For the purpose of making agreements with numbers the noun can be

inflected by using affixations.

On the other hand an internal plural marker also creates plural nouns in which may not follow
similar rules like external plural markers. In Geez language; such nouns are few in number. We

can see how singular nouns are changed to its plural form on the following table (see table 6).

Singular Meaning  Plural forms Meaning Infixes

noun

£ Virgin L54 Virgins £ is changed to £ and 7 changed to ¢
LAte Latc 1 is changed to A and ¢- changed to C
oA Son O sons The first two radicals are changed
aHoht aHCH T The middle two radicals are changed
avpg a0 PN The middle two radicals are changed
av\Fy avAty The middle two radicals are changed

Table 6 internal plural formation of nouns

As a result we can understand from the above table (see table 6) internal plural markers change
the singular forms to plural by making some changes internally and adding some additional

words from the start, the middle and the end position of the given word respectively.
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3.4.1.2. PRONOUN/ev&-h €7/ IN GEEZ LANGUAGE

A pronoun is a word in which that takes the place of a noun. There are different types of

pronoun in English. For example personal/subjective and objective/, reflexive, demonstrative,

interrogative and indefinite pronouns are the main kind of pronoun. Like this Geez language

has different kinds of pronoun as English.

Unlike English which has six pronouns, Geez language has 10 /ten/ pronouns that used to for

representing the noun, object and adjective. For example @kt 4 10l (H-tavvlet / he went to

school/ the underlined word @&t is a pronoun that represents the noun. Generally the

following table shows these ten pronouns with its corresponding English pronoun.

Category Gender Singular
3" person Masc. O-xk/he/
Fem. eht/she/
2" person Masc. Art/you/
Fem. Art/you/
1* person Pw¢\/for both/ R/l

Plural
On-fav+/they/
Oxt7/they/
Artav-/you/
Ark/you/
chi/we/

Table 7 Geez Pronouns

According to [21], Geez pronouns used as a subject and an object by representing the subject and

object of geez sentences as follows:

A. Objective Pronouns (+ah(.£E T@-AMm OI°)

The object of a verb receives the actions of the verb due to this, the personal pronouns me, you,

him, her, it, us, and them can all be used as the object of the verb. For example v 22.0-h h.fh

/who calls you/ and A9MHANAC émd hfhor /God create you /; the words hfh and h.fhev

indicates that an object pronouns respectively. The following table shows us the objective

pronouns with singular and plural forms.
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Forms Objective Pronouns Meaning
Singular form nee /a7 /Me
ngen /WPt /You
n.en /&PET /Y ou
v /a7 / Him
nev /4.7 /Her
Plural form et /W57 /Us
n.fhav- /8G 7t/ You
neh /WS /AT You
newar /RICAT /them/
(X /WICAT /AGATF/them

Table 8 Objective pronouns of Geez

B. Subjective Pronouns /At +@Am g°/

In English language the subject of a verb does the actions of the verb so the personal pronoun
we, I, he/she, it and they can be used as the subject of the verb. On the other hand Geez have its
own corresponding subjective pronouns. For example A9MLANHRC AAU- dmd %A0a° /God create the
world himself/ and AAh. A®-aih. / married yourself/ from this two simple sentences the

underlined words Ad.v- and AA.h._are a subjective pronouns.

Forms Subjective Pronoun Meaning

Singular form AU~ Himself
AN/ Herself
AALn Yourself
AdLh. Yourself
AAL/ANT Myself

Plural form AN Par- Themselves
AAUY Themselves
Adhar- Yourselves
AN Yourselves
AT Ourselves

Table 9 Subjective Pronoun

3.4.1.3. GENDER MARKERS

On Geez language there are three types of gender; these are masculine, feminine and neutral, o
and 3" person singular/plural indicates masculine and feminine, and 1% person singular and
plural indicate neutral that means, it does not indicate feminine or masculine due to this reason;

both masculine and feminine used it. The following table illustrate genders in Geez.
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Category

3" person Singular
Plural

2" person Singular
Plural

1* person P@a/for both/

Gender
Masc.

Fem.
Masc.
Fem.

Masc.

Fem.

Masc.

Fem.

nouns

mSu-
ey

rav-
ReU7

neh
(Y

nahar-

nah’

nae

(Y|

Table 10 the three gender markers in Geez

Form the above table we can understand that; the suffix -v-, -¥, -tPe>-, -iP7, -h, -h, -h7, -¢ and -7

are the gender markers. These listed suffixes are used not only as the gender marker; it may use

as the number and possessions markers.

3.4.1.4. NUMBER MARKERS

According to [20], [21], [22], Geez has singular and plural numbers. The number markers are

mostly present in nouns, adjectives, and verb conjugation. It can be indicated by affixes just

indicating the gender as well. The number markers in other nouns are complex with the

exception of verb conjugation. We can see the following table as an example (see table 11).
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Singular noun Plural noun Number marker Affixes

1.24/merchant/ 1.08:£7/merchants/ -2
7r#/king/ 112 1/kings/ -t
A/father/ Ana./fathers/ -m-
h9°/mother/ hav@-/mothers/ -m-
hPé/apostle/ hPCLt/apostles/ -£t
(+¢-é./Angel/ (+é-do0\/angels/ -A
avgey/Teacher/ avg°ysy/+/Teachers/ Sy

Table 11 Number markers in Geez

The above table demonstrate that, a suffixes that like -¢7,-t, -@+, -4, -7 and etc. can attached to

the for the purpose of changing a noun from its singular form to the plural formats.

3.4.2. INFLECTIONAL AFFIXES OF GEEZ VERBS

In this sub section the study presents inflectional affixes of Geez verbs. For the compilations of
Geez verbs inflections the researcher used different sources like[20]-[23], [62], [64]. In
linguistics the term verbs are a word class in which it describes the actions and tells what peoples
and/or things are doing. For example in English the word looking, eating, walking is an action
verb which tells us what action is going on. Likewise Geez verb tells what peoples and/or things
are preforming. For example the verb (1A.0¢ /I having eaten/ indicate that what I am doing at this

moment.

Geez verbs are highly rich in morphology and it has the ability to form different word classes
such as noun, adjective and adverbs as a result verbal noun, adjectives, and or other verbs
(infinitives and jussive) can be formed from Geez verbs. For the purpose of making agreements
with numbers, genders and tense, affixes namely prefixes, suffixes, infix and prefix- suffix pairs

are attached to the verbs.

Geez verb are may contains two, three and four radical root consonants called bi-lateral, tri-
lateral and quadri-lateral respectively. But the common type is three radical types. The number of
radical that one verb may contains, couldn’t be less than two and exceeded than seven [18], [19],

[20].
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Geez verbs can be categorized based on different criteria’s; the main categories are transitive and
intransitive verbs. Transitive verbs are a verb in which it has an object that receives the action
that is performed by the subject. For example ‘Alice eats a banana for breakfast’; Alice is a
subject, a banana is an object. Like this in Geez ‘hé-(L Al a°C%F’’  the word hé-(. indicates the
subject and the word a»C%t describes the object of the verb.

On the other hand intransitive verbs are other categories of verbs that do not have an object in
which affected by the action of the verbs. For example ‘I will go to the market today’ has not an
object that receives the action. At the same time the sentence At Ach@-C £9° 11 °02T has not an
object that is affected by the action performed by the subject A1. Other criteria of Geez verbs are
it can be categorized based perfection and imperfection which are the core verbs in Geez;
perfection expresses completed action but imperfection express present, continuous, and future.
The ending of all perfect verbs are first order and the ending of all imperfect verbs are sixth order
under the pronoun @x-t/wuetu/ means a pronoun ‘he’. In this sub section we have discussed verb

categories and their inflection.

3.4.2.1. INFLECTIONS OF PERFECTIVE VERBS

Perfective verbs are a verb that describes finished or completed actions. In Geez the perfective
forms of the verbs are the basis of the other verbs. For example @ ah(l AdA 04<t/he slept on
the bed/ and A’ -+aeuche FavyCt i /1 learnt Geez languge/; from these simple sentences the
verbs ‘ahQ ¢ /slept/ and +apucCh- /learnt / expresses completed action on the past. The following

table (table 12) clarifies to us how Geez perfective verbs are formed and inflected into varies

forms.

Pronoun and gender Verbs Meaning Suffix
ont/3" p.s.m/ an(/sekebe/ He slept -
eht: /3 p.s.fl an0-+/sekebet/ She slept -t
a3 p.p.m/ an(/sekebu/ They slept -
on#7/3" pp.f/ aha/sekeba/ They slept -
At 2™ ps.m/ ah-nh/sekebke/ You slept -h
Wk /2" p.s.f/ ahnh/sekebki/ You slept -h,
Wrrav- /2" pp.m/ ah-hav/sekebkmu/ You slept -hav-
WP 2" pp.f/ an-nh?/sekebkn/ You slept -h?
A1/1% P.s./ ah-Nh/sekebku/ I slept -
eh/ 1% Pp/ ahN’/sekebne/ We slept -1

Table 12 Inflections of Perfective verbs
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As the above tables shows that we can understand that perfective verbs can change the radicals
(from the end letters of the verb the given verb, it changes from 1% radical to 2" and 4™ radicals
for 3" p.p.m and 3" p.p.f respectively) of the letter and added same suffixes like *, h, h., hov-,
h7, - and 7 to agree with the person and genders. Generally all Geez perfective verbs are always
inflected by these suffixes. In addition to suffixes it may use prefix like -/te-/, A/a-/, and AQvt
/aste-/ to further inflect in the form of five pillars of Geez. For example a°hd /he gave advise/
can be inflected as A9°hZ /he gave advise someone by/, tavhd /he got advised/, AdtoinC /gave
advise with other/ and +97hé/got advise with other/.

3.4.2.2. INFLECTIONS OF IMPERFECTIVE VERBS

Unlike perfective verbs, imperfective Geez verbs described non past action and it always uses
prefixes, and suffixes for making agreement with the gender, numbers and persons respectively.
For example At Ach@-& Af ‘I kill visit my brother’ from this sentence, the verb Adu®@-& /will
visit/ indicates that the action is not completed. Table13, Illustrates how imperfective Geez verbs

are inflected to various forms.

Person, number and gender Verbs Meaning prefix
o-nt/3" p.s.m/ Ld@-&/yhewuts/ He will visit e-
eht: /3 p.s.fl Fch@&/thewuts She will visit -
@-hfav 3 p p.m/ 8.ch@-3-/thewutsu/ They will visit -
on#7/3" pp.f/ ‘e @-2/thewutsa/ They will visit -
At /2™ p.s.m/ Fch@%/thewuts/ You will visit -
Wk /2" p.s.f/ Fh @2 /tehewutsi/ You will visit e
Wrrav- 2™ p.p.m/ Fch@3-/tehewutsu/ You will visit -
WP 2" pp.f/ tch@-2/thewutha/ You will visit t-
A1/1% P.s.m/ hdv®@-&/echewuts/ I will visit A-
7eh1/1% P.p.m/ Ych@-&/nhewuts/ We will visit 7-

Table 13 Inflections of imperfective verbs

As the above tables shows that we can understand that imperfective verbs can change the internal
with and ending radicals of the letter and preceded by some prefixes like -, -, A-, and 7- to
agree with the persons, numbers and genders. Generally all Geez imperfective verbs (including
present and future have the same patterns) are always inflected by the prefixes ‘t+/te-/, h/a-/, ¢/ye-/

and 1/ne/ and its variations.
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3.4.2.3. INFLECTIONS OF JUSSIVE/SUBJECTIVE VERBS

Geez subjective/jussive describes the behaviours in which the actions are depend up on a
preceding verbs volition or conjugation. For this language jussive and subject verbs have similar
forms due to this reason; the affixes that are used for formation of jussive or subjective verbs are
e-/y-/, t-/t-.1/, +-/t-/, -/n-/, t-/t-..-u/, ©-/y-...u/, and &-/y-...a/. The only difference of
subjective and jussive is that; on second person pronouns, i.e. jussive has not employed prefixes.
In addition to that command verbs follow similar forms with subjective. Table 14 describes

inflection of subjective verb @2 /he visited/.

Person, number and gender Subjective Verb Meaning prefix
@wt/3 p.s.m/ @.ho-/yhewuts/ let him visit -
ent /3" ps.f/ tch@&/thewuts let her visit +-
@-hfav 3 p p.m/ 2ho-&./thewutsu/ let them visit e-
@n/3 p.p.f/ +h@-%/thewutsa/ let them visit +-
Wt /2™ p.s.m/ tch@-&/thewuts/ let you visit +-
Wk 2" p.s.f/ Fcho-2 /tehewutsi/ let you visit P
Wrtav- 2™ p.p.m/ tch@-&./tehewutsu/ let you visit t-
WP 2™ pp £/ tch@-2/thewutha/ let you visit -
A1/1% P.s/ hh®-&/echewuts/ let me visit A-
7eh1/ 1% P.p/ ch@-&/nhewuts/ let us visit 7-

Table 14 Inflectional formation of subjective verbs

3.4.2.4. INFLECTIONS OF GERUNIVE VERBS
In Geez language gerundives verbs cannot close sentence, as a result it needs other verbs in order
to close the sentence. Gerundive verbs shows us an action is being done or not and it defines the

occurrence of things. Table 15 illustrates the gerundive forms of the verb kedese.

Person, number and gender gerundive Verb Meaning suffix
ont/3 p.s.m/ Pa0 He having praise -
ent: /3 p.s.f/ +4.4 She having praise -
@-hfav- 3 p p.m/ PALOa> They having praise -ao-
@n/3" p.p.f/ b4,(a0 They having praise |
Wt /2" p.s.m/ +4.0h You having praise -h
Wk /2" p.s.f/ Po.00, You having praise -h,
Wrrav- 2™ p.p.m/ +4.0ha You having praise -hav-
WP 2™ pp £/ P4.0n7 You having praise -7
A1/1 P.s.m/ P800 I having praise -2
Yehi/1% P.p.m/ Po.07 We having praise -1

Table 15 Inflection of gerundive verbs
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Form the above table we can understand that the suffixes -ev-, -7, -h, -h., -hov-, -h7, -? and -1, are
attached to the verbs in order to make it gerund forms and the second radical of the word is
changed from first order to third order. For the 3™ person singular forms of both masculine and

feminine, the change is made on the last radicals from first to 7" and 4" radicals respectively.

3.4.2.5. INFLECTIONS OF INFINITIVE VERBS
Infinitive verbs in Geez are inflected by the suffixation process that means to make an infinitive
verb simply adding the suffix like -t/-t/ and making some changes on the last radicals on the

given verbs. These verbs are always formed from the main verbs. Tables 16 clarify this as

follows:
Infinitives Meaning Suffix
hA.Z/hP2F To decrease -+
PLN/PL(vE To praise -
avpP/aopPrt To give -t
hza/noet To possible -
.G/ To work -+
0.c/i.c To seat -+
aTLc/am.et To like -
Pt /Pt To kill -t

Table 16 Sample Geez infinitives

As the above table shows the last radicals of the main verb is changed from 1% to 6™ and 7"
radicals and the second radicals from the left are changed to 3™ radicals. Finaly the suffix is
attached to the last positions. For example 10L.C/10L.¢T /to seat/ is formed from the main verb

0¢/he sat/.

3.4.3. ADVERB IN GE’EZ (+@-h <)

In English language adverbs are used for giving additional information about the verb, for
example tomorrow, yesterday, today, always etc. Likewise in Geez language the word ‘+7I09°

/yesterday/, 1(.9°/tomorrow/ and Hi\é. and @-</always/ and £9°/today/’ etc. are an adverbs.

According to [20] in geez language adverbs are used to express additional information about
verbs or it gives descriptive information in which the action is performed, such as when, what,
where how and etc. There are different kinds of adverbs in Geez language, these are: adverb of
manner, adverb of frequency, adverb of place, adverb of time, adverb of degree, adverb of

certainty, interrogative and relative.

47 |Page



For example adverbs of time tells us when the action is performed like 9¢°/today/,
wge/tommorow/ +U1hI°/yesterday/and N&0/at morning/. Whereas adverb of place express where
the action is performed M¢/here/, A&h/outside/, @-0m/inside/. Generally adverbs in Geez always
modify verbs and in any sentences; it comes before and/or after the verbs that are to be modified.

Sample adverbs of Geez texts are compiled on appendix.

3.4.4. ADJECTIVES INFLECTION IN GE’EZ

The role of adjectives in any languages are describes or clarifying a noun that means it gives
additional information for the nouns. It express physical and other qualities (like large, friendly)
and the writer’s opinion or attitude (like excellent, beautiful). The adjective residential classifies
the area; tell us what type of area it is. It also express other meanings such as origin (an
Ethiopian writer), place (an Ethiopian water fall) frequency (a weekly newspaper), degree (a

complete failure), necessity (an essential safeguard) and degree of certainty (the probable result).

In geez language, adjectives give more information about people, places and things. According
to[22], adjectives tells the size, color, quality, origin, and behaviors of nouns. Adjectives can be
categorized in differ ways; some of it are adverbs of place, quality, commands and numerals.
Adjectives in Geez are inflected in to various formants by using affixations like other word
categories. For example ‘1241 @PLh AA4CXLL AN &K /the tall and red Ethiopian person
came/. From this simple sentence the underlined three words are an adjective that gives

information about the person. The following table illustrate about the Geez addjectives and its

affixes.

Adjectives Meaning Suffix
Ae2PP (singular masculine) Ethiopian -2
A& PP (singular feminine) Ethiopian -Pt
A% e@-£7 (plural masculine) Ethiopians -0-L7%
A& -1 (plural masculine) Ethiopians -t
ALU-AP(singular masculine) Jewish -2
(&7 (plural masculine) Respectful -7
h(+¢-F(plural feminine) Respectful -+
Ah“1CE7T (plural masculine) Knowledgeable -9
AhTICET (plural feminine) Knowledgeable -$t

Table 17 inflection of adjectives

As the above table illustrates that, adjectives are inflected by number and genders to make an

agreement with the nouns. The first fives words are an adjective that are formed from the noun
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called A-+?%¢/Ethiopia/ and A&u+/Jewish/ and the rest four words are formed from a verbs. For
instances, the suffixes -®,-@-¢7, -7 used for masculine and -7 and -2+, -@-¢+, -+, -9t used for

feminine are attached to the given words to agree with numbers.

3.4.5. DERIVATIONAL AFFIXES OF GEEZ WORDS

On this sub sections the researchers try to compile some derivational morphology of Geez
languages as much as possible. Derivational affixes play vital roles to form various word classes
for the language. The affixation process creates new words from existing words. Geez verbs

mostly can derive others word class such as; noun, adjectives, and adverbs.

3.4.5.1. DERIVATION OF NOUN FROM VERBS

According to [50], Geez language verbal noun can be derived from verbs which have not more
than three radicals. To form the noun the first radicals from the left and its follower are changed
to six orders and the third alphabet will changed to first order and finally adding a suffix “t” at
the ending positions. For example the nouns a-lhi/an act of teaching/ and ¢+A-t/an act of killing/
are derived from the verb /he thought/and /he killed/ respectively. The following table shows us

how Geez verbal nouns are formed from verbs.

Verbs Verbal nouns prefix suffix
anh /he tought/ arlhri/an act of teaching/ - -k
¢+A/he killed/ At /an act of killing / - -k
¢L0/he praised/ avpR/house of praising/ av- -
J°02/he advised/ J°047/advice/ - -7
10é/he seat/ av’y(1C/chair/ av- -
avy/./he tought/ avgPyC-i/teacher/ +- -

Table 18 Derivation of nouns form verbs

As we can see from the above table, the affixation process vas different forms depends on the
nature of the verb. So some nouns that are derived from Geez verbs have prefixes like o7-, -+~ and
the suffixes that attached to the ending are -+ and -7. Furthermore, the some derived nouns the

internal radicals of the word in addition to affixations.

3.4.5.2. DERIVATION OF VERB FROM OTHER VERBS

Geez verb have an ability to create new words that are not similar with the original verb form.
According [46] and [22], Geez verb can appear in all or some of the following possible verb

derived forms using; prefixes (simple past), causative (prefix “A’), passive reflexive (prefix “t”,

49 |Page



if not preceded by a subject prefix otherwise “+”) and causative passive (prefix “aA0t”). The
following table describes how geez verbs are passive reflexive, causative passive, causative, and

it affixations by using the verb #vhé /he advised/ as an example.

I0Lch. Perfective  Causative Causative- reflexive Reciprocal
reciprocal
@nt/3" p.s.m/ avp, A%°nc. A0t tavhe, +9Ins
ent: /3 p.s.f/ avn it Ageht AtvteTngt Aavh it oIt
@npav- 3 ppm/  oPhé A9°ng- Alvting +tavhs. +ohs
@nt/3" p.p.f/ avhg. R (A A0toIng. +avhe. +o1n¢-
At 2™ ps.am/ avich A%nch AdteInch +avhich +o7hch
Wrk: 2" p.s.f/ anch, Agehch, htvtarnch, +avhch, +athch,
Arrav/2" pp.m/ avpchar- agehcher Attetncher tavhchar tavhChav:
WPt 2" pp.f/ avhchy AgPnch? AdrteTnchy +aohch? +oihen’y
A1/1% P.s.m/ aohChe AgPhChr Adrtenche +aonch +onch
7eh1/1% P.p.m/ anCy haohCh AlvteInch +aohCh +InCch

Table 19 derivations of geez verbs

Form the above tables we can see that, affixations are used to form various forms of a verbs from
the given verbs. The prefixes A-, AQvt- and - are used for causative, causative-reciprocal,
reflexives and reciprocal. Whereas the suffixes -+, -h, -h,, -he?-, -h7, -+ and -1 are used for

making agreements with the nouns, genders and numbers.

3.4.5.3. ADJECTIVE DERIVATION
Like derived nouns and verbs adjectives can be derived from Geez verbs. Additionally adjectives
can be derived from nouns [22]. The following table illustrates how derived adjectives are

formed from noun and verbs.

Verbs and nouns Derived adjectives suffix
avy/./he tought/ avyC-t/Teachers/ -
aché./he wrote/ AcheT/authors/ -t
Hav//he sang/ HavC-t/singers/ -t
O7%4\/bible/ 070/ 1/&/biblical/ -2/
U1C/country/ U1/ F/&/coutrys’/ -P/1H/e
(778/sky/ (79®/+/from the sky/ e/t

Table 20 Derived adjectives from nouns and verbs

As we can understand from the above table; the first four lines is a verbs with its corresponding

derived adjectives and the last three lines show us the noun with its corresponding derived
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adjectives. In order to form derived adjectives suffixations are attached to the verb and the noun.
The suffix -t is employed to the verb and the suffixes -2, -®t, -& and -2+ are employed to the
noun forms. The suffixes -® and -& indicates masculine and the suffix -®+ and -2+ indicate that

the feminine.

3.4.6. PLURAL OF PLURAL WORDS OF GEEZ

According to [22], plural of plural nouns are common in Geez language phenomenon, so in
addition to making plural noun from its singular form; making plural of plural nouns for its
plural form are well known. In order to make plural of plural from its plural forms, the suffix -
can be added or attached to the ending positions of the plural nouns and the last alphabets will be
changed from 6™ order to 4™ order. For example /kings/ will be pluralized to /kings/. Adding
prefix-suffix is another way ways of constructing double plural noun. The following table

demonstrate that, how plural of plurals are formed from its plural forms.

Singular nouns Plural nouns Plural of plural suffix
2-A1C/mountain/ AL:0C /mountains/ AL:0¢-T /mountains/ -t
A-n/clouse/ AAONO /clouses/ ANNAT /clouses/ -t
d.\°/river/ AFA /revers/ AFADT /revers/ -t
2&/bird/ h0P&/birds/ K0Pt /birds/ -t
n7%/wing/ ANGT /wings/ AnS4-t /wings/ -t

Source:[21]

Table 21 plural of plural nouns

As the above table shows that, the plural forms of the nouns are inflected by preceding the prefix
A- and changing the first letter of the nouns from 1% order to 6™ order the left side. Plural of
plurals are made by adding the suffix -t at the end positions and the last alphabets of the nouns

are changed from 6™ order to 4™ order in addition to the preceding the prefix A-.

According to [21] and [23], the earliest literatures of Geez uses plural nouns and plural of
plurals differently; a plural form used for making agreements with numbers that indicate the
quantity of the nouns specifically two whereas plurals of plural used for making agreements

with numbers that indicate the quantity of the nouns particularly more than two correspondingly.
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3.4.7. COMPOUNDING WORDS OF GEEZ

As the name indicate that compounding means creating new word forms by combining two
independent word forms. Geez language texts are used such mechanism to form another words
by combining two different words. For example the word (-F/house/ +7+# /king/ can be
combined together to form a noun (Lt-a2%1t /kings house/ and 4.0 /on/ + OcC/river/ can be

combined together to form a noun 4.00hC /on the river/ respectively.

3.4.8. NEGATION OF GEEZ WORDS

In Geez language the negation markers can be attached with the verbs. According to[20], the
common negation markers are Ab/ako/, chi/hase/, A79%A. and A/e/ in which have an English
corresponding meaning “not”. The alphabet ‘4.’ is always attached to perfective verbs from the

beginning positions and the word Al and O can stand alone by preceding the nouns.

3.4.9. PREPOSITIONS AND CONJUNCTIONS (ert-t+ag°C @arqir+PLLr)

Like other languages, Geez grammar has its own prepositions and conjunctions. Prepositions are
words that show a connection between other words whereas conjunction in Geez used to link
sentences in order to join two sentences to make them one, phrases, and clauses. As discussed by
[22], [23] Prepositions can be categorized in to three groups. These are “A(Lg A700
(conjunctions), £¢¢ A100 and 700 A100”. Some of the prepositions that are grouped under the
first categories are A0gv/since/, A9°Mi/because/, hh'r/for/, kev/although/, aab/till/ and
AP/ 1L1/00/in time/ @/and/, A9°AA/like/ and so on.

On the other hand @t /in/, °0A/with/, %44./or/, hrh/after/ are grouped under second categories
whereas the prepositions like AdA/on/, aedddt/above/, Javt/under/, 40/on/, @-at/from/,
avy10/to/, “il/to/, “IhhA/between/ are categorized under the third one. According to [62] and[64],
the third categories prepositions are widely available in written and verbal forms of Geez
language. But most of the time these prepositions are spoken with the noun that comes after it as

one word. Samples of prepositions and conjunctions for Geez text are compiled on Appendix III.

3.5. SUMMARY

In this chapter the researchers discussed about the various concepts of the Geez language
morphology, particularly word formation process by dividing the formation process into its word

classes. Geez language has complex morphology, that why different researchers invest their time
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and efforts now day. Geez morphologies are used inflectional and derivational process to form
its word variants. In today grammars of any language, it must have at least five word categories
namely nouns, verbs, adjectives, adverbs and prepositions. Geez have very rich in those word

categories’ and it have complex word formations process.
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CHAPTER FOUR

DEVELOPMENT OF HYBRID STEMMER FOR GEEZ LANGUAGE
4.1. INTRODUCTION

On the previous chapter the morphology parts of Geez language have been reviewed in detail. As
we showed that the main word formation process in the language is done through affixation.
Semitic languages like Arabic, Amharic and Geez; the word formation process are not only by

affixation (prefixes and suffixes) as English language.

The complex morphological structure of the Geez language, results in a very large number of
variants of word forms in the language. In order to design an IR system and other NLP system
for the language, it needs a tool for deducing those variant word forms in to one form to improve
the performance of the system. This can be achieved by a conflation technique, which is
stemming. The main purpose of a stemmer is reducing different variants of words in to their
standard form called stem (root). On this chapter the researcher present the design and
development of stemmer for Geez language text by using hybrid approach. This chapter deals
about the development process of the stemmer, the compilation of stop word and proposing the

affixes removal algorithm in details.

4.2. CORPUS PREPARATION

For this study the researcher prepared a sample text for the development of stemmer and
evaluating the proposed stemmer. For resourced language like English, there are a lot of standard
corpuses for evaluating a newly proposed algorithm. For Geez language there are no any

standardized and publicly available corpora like Treebank and propbank for English[32], [65].

Unlike that for Ethiopian language there are no such collections of standard corpora. However
preparing balanced corpus is essential for processing natural language tasks and IR system such

as stemmer.

For this particular study, we have used our own manually prepared collection from ready
available sources radomly. Consequently, the corpus used for the research was compiled from

different sources like Geez text book, newspaper and teaching materials of the language so that,
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the corpus consistes of different variant of words and be representative interms of the number of
words. The corpus consists of 8, 662 word types with the total of 13,221 word tokens. From the
corpus 14% (1866) words were prepared by the previous researcher [19], whereas 86% (11,355
words) of the corpus were prepared and compiled by the researcher by getting consulted by two
language expert. The following table shows the total number of words and it percentage of

prepared corpus from each sources[20]—[23], [62], [64], [66], [67].

Name of sources Total words/tokens Total words in %
Bible(Plasm)[68] 1,167 8.8%
Newspaper and Megazine [67] 3,108 23.5%

Text books[21], [22], [64], [66] 5,366 40.6%

From Abebe [19] 1,866 14.1%

Others [62], [66] 1,714 13.0%

Table 22 Percentage prepared corpus from selected sources.

In order to split the corpus in to training and testing sets; we have used 80% by 20%
mechanisms. Acording to [1], [32], we can use 80% by 20% mechanism for the purpose of
splitting prepared courpus into training and testing sets. Due to this reason the researchers try to
prepare the training set from the above prepared corpus based on 80% by 20% mechanism. The
reason for selecting this mechanism is that, the size of our prepared corpus was sufficient. As a
result 10,577(80%) out of the total of 13,221 word tokens ware used as the training set. Whereas
the test set is used for testing the newly proposed prototype whether it is successful or not.
Therefore; the performance of the proposed stemmer is evaluated by using test data-set in which

2,644(20%) words were used for evaluation purpose out of the total word tokens.

4.3. ' WORD DISTRIBUTION OF THE CORPUS

Word distribution in sample text documents of a language helps to study language’s behavior
and this distribution can be shown using word-ratio (number of distinct words to total number of
words). This helps to show how many words are morphologically distributed within a document.
As the following table shows that number of words with frequency one are tripled in present than
that of number of words with frequency more than one. This shows us the datasets are

morphologically distributed with in documents.
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Name of text Total Distinct Word ratio %of % of distinct

words/tokens words in % distinct words with
words with freq. more than
freq. 1 1
GeezCorpus 13,221 8,662 65.52 77.68 22.32

Table 23 Word distribution of Geez sample dataset

As the above table demonstrate, the percentage of distinct words with frequency one is higher

than 1/3™ (one third) of the percentage of distinct words with frequency more than one.

4.4. COMPONENTS OF THE STEMMER/ PROPOSED STEMMER
4.4.1. INTRODUCTION

In this section the researchers discussed in details about the pre-processing of Geez text which is
help-full to clean and make the corpus ready for additional processing. The roles of common pre-
processing jobs are regularising and configuring input text documents, i.e. the later tasks can be
computed without difficulty. In addition to this, proposed algorithm that used to conflate Geez

texts are described to show how each and every components are designed and implemented.

44.2. TOKENIZATION OF GEEZ TEXT

In natural language processing the term, tokenization is the course of splitting character streams
in to tokens. This includes dividing sentences, phrases and paragraphs into a sort of tokens. To
this end, the identifications of words are different from one language to other language and most
languages use white spaces to separate words which depend on language features. Geez language

has different delimiters to bound words in the text in addition to white spaces.

For this study, tokenization was used for splitting the input Geez documents or sentences in to
tokens by removing certain characters such as punctuation marks. A consecutive sequence of
valid characters was recognized as a word in the tokenization process. For this study tokenization
process is responsible for splitting the given input text by using punctuation marks (these are
discussed on section-3.2.3 of the previous chapter in detailed) like period (%) etc. and white space
characters. Additionally it also replaces more than one white paces character into one white
paces character, if any. The following figures describe how Geez text/words are tokenized, see

figure 6.
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Geez words/text Geez word

) Tokenization of Geez text

Figure 6 Tokenization process

From the above figure tokenization process takes place by accepting geez text documents or
words to produce list/bag of tokenized words for further processing. For example, the two
sentences “ch?7evh: 49L6¢ (=7 /1 heard you were ill/and “Su-0 A6 vAch:” /how are you now? /
can be tokenized by white space and Geez punctuation marks: and . The following algorithm is
a simple algorithm that is used for tokenizing Geez text document or corpus. The output of this

algorithm is used as an input for normalization component.

Input: Geez text document/one or more words
start
create a string container and replace more than one white space with one white space
For
Read the content of the file and split it in to string by Geez punctuation marks then
put the word in to the container
until end of file
end of for
stop
Output: List of tokenized Geez words

Algorithm 1 Algorithm for Tokenization of Geez text

Algorithm 1 shows us, only Geez words/text is passed to this algorithm and produce list of

words which are provided to next component, i.e. normalization component that used as an input.

4.4.3. NORMALIZATION OF THE CORPUS

All control character number and special character are removing from the text before the data is
processed. So normalization will do these tasks. For example the number 2013(two thousand
thriteen) is written as “&ZEIE” or “APOTE” or “A0¢ POt AwCt OwANE” in Geez. For this study,
normalization was used for removing the special character; number and the representation of
numbers in the form of alphabets, from tokenized Geez word lists/tokens. A consecutive
sequence of valid characters without special character and numbers and/or numbers in its

alphabet form; were recognized as regularized word in the normalization process. The following

figures describe how tokenized Geez text/words are normalized, see figure 7
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Figure 7 Normalization process

to produce list/bag of normalized words for further processing. The following algorithm is a
simple algorithm that is used for normalizing Geez text document. The output of this algorithm is

used as an input for stop-word removal component for further processing.

Input: tokenized Geez word list
start
read tokenized geez word list line by line
for word in tokenized word list do
replace special characters, Geez numbers and Geez numbers in its alphabet
form with white space and store the remaining word list
end for
stop

Output: normalized geez word list

Algorithm 2 Geez character normalization

As algorithm 2 shows us, tokenized Geez word lists are passed to this algorithm and the final
results of this component are normalized word-lists which are provided to next component, i.e.

stop word removal component that used as an input.

4.4.4. COMPILATION OF STOP WORD LIST

In natural languages stop words are a non-content bearing word which contains prepositions,
conjunction, articles, particles and etc. Stop word can be compiled from the corpus text by using
rank frequency distribution and by preparing stop word list dictionary. The dictionary is checked
for removing the attempt word whether it is stop word or not. The rank frequency distributions of
the words, especially to a language which have high morphological complex words are not
suitable to control stop words. But the frequency may leads in the selection of stop words [19].

The following table shows us the top ten frequent words from the prepared corpus.
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Words Meaning Frequency
Ok is, was 73
hE How 49
hiiw As 44
h oh! 44
ot To 42
ATt You 37
10 To 36
aAg® Peace 34
AMLA NG God 34

Table 24 Top ten frequent words from the prepared corpus

The above table (table 23) showed that, the rank frequency of the words in the corpus leads to

see the stop words but the words AA9°/peace/ and A°MLA(h.C/God/ are not a stop word for Geez.

According to [22],[19] and [21], the common stop word of Geez language include articles,

infinitives, verb to be, demonstrative adjective, pronouns and prepositions. For the sake of this

study we have prepared a stop word list dictionary to catch and remove stop words from the

sample datasets that contains a total of 756 stop-words. The following are some of the stop word

list, the complete list of the stop word were presented on APPENDIX-I.

Type Stop word Meaning
Preposition hT° From
ho°1 From
1H
TANA Between
Pam Within
o0t In
avity-t ‘to---down’
Jut Down
AhA with---on
.0 On
Demonstrative adj. "rk ‘this’
0t This
Al These
hA These
Hhrk That
hAhk Those
Verb to be Al am, was
ATt are, were
At are, were
Ok is, was

Table 25 Sample of Geez stop word list

59| Page



For Geez language text, the researchers proposed a stop word removal algorithm to remove non-
content bearing words for the text. These words are most frequently occurred words on Geez
documents. The algorithm tries to remove such words; the output of this algorithm is used as an

input for further processing that is shown in figure below.

Tokenized Geez List of none-
words list > stopword list

Stopword removal

Geez stop-words
list >

Figure 8 Stop word removal process

Based on the above figure list of compiled stop words are compared to the input text to filter out

non-stop word lists. The researcher proposed an algorithm to do this as follows:

Input: List of stop word and List of normalized word.
Start
Read list of stop word and Geez normalized text
for each word in list of normalized word

do
if word length of normalized word equal with list of stop-word length
then
if word is in list of stop-word then
continue
else
add to non-stopword list
end of if
end of if
end of for

stop
Output: bag of non-stop-word list

Algorithm 3 Removing stop words

The above algorithm is responsible for doing two tasks. Firstly it accepts Geez normalized word
and list of stop word from dictionary. Secondly it checks each normalized word-list with
compiled stop-word lists based on its length. Considering the length of normalized word-lists can

minimizes the time taken to search a given word in a list of stopwords. Then it checks the
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existence of the word in stop word list. Finally the non-existed words in stop-word lists are

returned for further process.

44.5. COMPILATION OF GEEZ AFFIXES

English language which is less morphologically rich and suffixation is the common building
block of its morphology. As a result suffix striping algorithm/stemmer are fairly well just
removing the suffix to come up with best result. In contrast Geez language is one of
morphologically rich language; due to this reason the morphology of this language is build up
from prefixes, suffixes, prefixes-suffixes and rarely infixes. Without removing all the affixes
Geez text; the stemmers cannot be effective and efficient. In this study the following models
(GHSM) describes the all over process of the proposed hybrid stemmer. The models have mainly

five modules. These modules are discussed as follows:

A. Input Module

This module is responsible for accepting Geez language texts such as sentences, paragraphs
and/or list of words in the form of text file. After accepting such text file, it gives to the next

module for further processing namely preprocessing module.

B. Preprocessing Module

In order to get valuable and preprocessed data from unstructured plain text, the study assumed
necessary preprocessing steps. This module undertakes three processes which are tokenization,
normalization and stop words removal. These processes are presented in detailed on the section

above. As a result, the output of the module is preprocessed word lists.
C. Data Splitting Module

The word lists which are preprocessed by the preprocessing modules are divided/splited/ as
training and testing dataset. The training data (80%) used to train the models and the remaining

20% of the corpus is used for testing the proposed stemmers and making evaluations.
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D. Stemmer Module

This module is accountable for accepting preprocessed input data and stemming the input based
on the specified rules. It contains two individual components which are, affixes removal
components and character n-gram components. Affixes removal components are also further
divided into prefixes, suffixes and infixes removal components. The order of affixes removal
follows prefixes, suffixes and infixes respectively. Prefixes removal process works with the help

of the prefixes list compiled for this purpose in order to remove the prefixes from the input.

On the other hand the suffixes removal process is used for removing the suffixes from the input
text by considering the compiled suffixes list. Infixes process also used to remove the infix from
the input text. In addition to this, individual processes have its recording rule that used to check

the validity of stemmed words after each steps.

After removing the affixes of the given input, the stemmer modules also compute the character
N-gram for those input words which are not touched and examined by affixes removal

components. The final output of this module is given to the next module.
E. Output Module

This module is responsible for accepting the output of the stemmer module and displaying the
final stemmed words or words list to the proposed user interface. Generally the following figure
shows that, the generalized over views of the proposed models and its flows with the above five

modules. See figure 9 below.
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Figure 9 Geez Hybrid Stemmer Model (GHSM)
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4.4.5.1. PROPOSED RULE SET FOR REMOVING AFFEXES

The researchers tried to compile a set of rules for catching an affixes individually. In this part we
have discussed a set of rules that are used for stripping prefixes and suffixes for Geez text. For
stripping all affixes we start from the longest affixes up to single affixes like “®HA. 8 F-/-hgePao-’
that have five and four radicals and “i1-/-u~” which have one radicals respectively. In Geez
language, the common lengths of the affixes that attached to the stems are, either of three or two.
There are a few affixes with length four and five. For the sake of this study, the rules are

compiled and presented as follows:

Proposed rules for removing prefixes:

Rule-1: if words start with (@HALF| @A LT HA LT |@HAMT) then
Remove the matching prefix

Rule-2: if words start with
(AAOTH| @A HA LTS O H IO NANT | OHAL | @A OF O @aviH AHS T | @A LT) then remove the

matching prefix
Rule-3: if words start with

(AIPH|AIPY| 0RO HAL HE | NHES | AIPH|AHA a0 A ATPR HA A7 O kL8 A& AHE|AHS A 20| OAI®|HF
|0t AlvH| At @AH| AR AHA| AL AFP0| @0 @+ OHS |OHA |OHA|®AT) then: remove the matching
prefix

Rule-4: if words start with

(&7 A7 AN| AT |HT| 02| @A | 0P |AH|AL | @A [HS|0H|(H| @O |@H|HA. A A HE|H? | @7 HE| @ HH|00|AA|AH|HO| @ @ |3
Tt DR |AL| DL |DA| @ F|@av|AL|AA)

Remove the corresponding prefix

Rule-5: if words start with
(Albe|t[ao|a® | Tt || 24 [ 0L0]& |51 7|0]1][H]A|7”)
Remove the matching prefix

Proposed rules for removing suffixes:
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Rule-1: if a word ends with (@7thev|@rth%|@rLPer|@7rEP7) then remove the matching

suffix.
Rule-2: if a word ends with

(hgePav ngeP 7 NGPav NS U7 | 2hav| LY LU H O 4UPav| PP av- O Py | @D |07t |00 | P | Pt
wPav-|P-E:P7) then remove the matching suffix.

Rule-3: if a word ends with

(o-27|@-2 |7 Fher [ geP [ geP nov-z hor-i e e 7[h 57 [n Gz G 1 [ Pov- -her-h ? |G Par<| Thav-| @
2|0 TaD o T 2P| 0 10| €L 0T | 05T € 7| O ORI U 00 00| 0| e H D[ T -0
@-L 7| tPav-| O Lu- [ RO e hu L | Pov- g | 17|51 | @ k| @t 01| €20 |f20-) then remove the matching

suffix
Rule-4: if a word ends with

(A2 O P PP R LR B3 o T e 5 PH 3 P e -1 [ P 0 027 ..
[NV e P G0 Y| FIL PR L 20, 4 20 0 20 21 1] @1 T 06§ ¥ R 0 [HL |- | P
av<y|av-y |ty 0’| | FH ST hore| R R0 2 02| B 1) then remove the matching suffix

Rule-5: if a word ends with (v+&[1€P|0|P|®|n|0e[tn?|2|5| 7+ > H#|7|v-|ev<|Z) then remove the

matching suffix

The above rule sets are compiled for the purpose of removing prefixes, suffixes and also prefix-
suffixes from a given word variants aiming to produce the stem. Finally, removing the matching
affixes from the give input text always consider some exceptional cases. For considering these

exceptions, exceptional rules are compiled as follows:

A. Exceptional rules for removing prefixes

1. It word length=2 don’t apply rules and take it as a stem.

2. [If the word starts with a letter ““t”, and followed by “7” don’t remove the prefix.

3. If the word length=3 and starts with a letter “®@” followed by “7” don’t remove the prefix
“ar

4. If the word length=3 and starts with a letter “a?” don’t remove the prefix “ev”.

5. [If the word starts with a letter “A” and followed by “&” and “4” don’t remove the prefix.
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6. If the word starts with a letter “AF” and “A9” followed by “¢” and “4-” don’t remove the
prefix.

B. Exceptional rules for removing suffixes

1. If word length=3 after stripping prefixes don’t apply suffix stripping process and check if
any corresponding recording rule match.

2. If the word ends with a letter “A” preceded by “2” don’t change the letter “A” to “A” at
recording stage.

3. If the word length=3 and ends with a letter “£”, don’t remove the suffixes and don’t change
the letter “@” to “¢” at recording stage.

4. If the word length<=3 and ends with a letter ““I don’t remove the suffixes and don’t change
it to ““I”” at the recording stage.

5. [If the word length=3 and ends with a letter “£”, don’t remove the suffixes and don’t change
it to “?” at recording stage.

6. If the word length=3 and ends with a letter “¢”, don’t remove the suffixes and don’t change it
to “@” at recording stage.

C. Exceptional rules Infixes

1. If the word contains “®@”, “¢” and its variations at the middle of the word and its length=3
remove these letters and its variation.

2. After removing the infixes term, if the word start with “a0”, “w” and “¢” change the give the
letter to “9°”, “»4” and “#” respectively.

3. After removing the infixes term, if the word ends with the 2™, 3™, 4™ 5" 6™ and 7" order

change of the next letter to 1¥ order.

4.45.2. COMPILATION OF PREFIXES

In Geez language prefixes are the common mechanism to inflected words variants. The most
common prefixes for the language are; ov-, 91-, (1-, A-, @-, A-, I°-, ?-, &-, OH-, ®L-, OA-, AH-, H(-,
O(1-, DA.-, DD-, 19°-, OH(-, HAI-, AvP- and G- etc. the following table shows a sample of Geez

prefix.
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One radical Two radical three radical Four radical Five radical

- He- NAd- AROF- OHALF-
A- - HA.0- ORAF- OHA -
h- Wt HE - HA@F- OHAAT-
¢- an ae- HG - DhL -
H- AA hJ°H- HEAT-

Table 26 a samples Geez compiled Prefixes

As table 25 shows, the prefix length for Geez is ranging from one radical up to five radical. As a
result the minimum length of prefixes is on and the maximum length of prefixes is five. The

complete lists of compiled prefixes are on appendix-II.

For the purpose of this study the researchers have first compiled list of prefixes from different
sources based on the grammatical function of individual words with in the document collection.
After doing this task the researcher try to develop an algorithm that used to remove/ strip prefix
from the given input text by comparing with the compiled Geez prefixes list. This component of
the proposed algorithm used nonstop word list as an input which are produced from stop-word
removal component. Generally 112 lists of prefixes are assembled for removing prefixes from

the given input text. See algorithm 4

4.4.5.3. COMPILATION OF SUFFIXES

Before developing the algorithm for striping the suffixes, we have compiled suffixes lists. To this
end the same method is used as that of used to compile the list of prefixes is used to develop the
list of suffixes. The most common prefixes for the language are -¢, -t -1, -hav-, -0, -7, -Pav-, -v-,
Y, - av Y, -9, -k, -9, <&t T, -0, <P, - @0, R0, -, -y, -A -k, -hev SR -, -0 -, -,
-4, -9°, -A and etc. most of the suffixes are found in the form of combination to other suffixes.

Table 27 below shows us a sample of suffixes with their combinations.
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One radical

Two radical

three radical

Four radical

n ~hao- e -@uhav:
™ Y “nh? g
- vy -0 ~hGpav-
y “7h 77 @y pav-
- 1Y ~Ghav- -@-tpav:

Table 27 samples Geez compiled suffixes

As table 27 shows, the suffix length for Geez is ranging from one radical up to four radical. As a
result the minimum length of suffix is one and the maximum length of prefixes is four. The

complete lists of compiled suffix are on appendix-III.

For the drive or determination of this study, the researchers have first compiled list of suffixes
like prefix list from different sources based on the grammatical function of individual words with
in the document collection. After the achievement of this task the researcher try to develop an
algorithm that used to remove/ strip suffixes from the given input text by comparing with the
compiled Geez suffixes. This component of the proposed algorithm used nonstop word list as an
input which are produced from stop-word removal component. In general 169 lists of suffixes

are assembled for removing suffixes from the given input text.
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Input: Geez nonstop-word list
Step-1: read normalized geez word-list line by line
If the word length <=3 then
go to step-2
else
Store the word on temporary variable
go to step-3
Step-2: check the word with recording rules
if match found then
apply recording rule and return the word
go to step-6
else
return the word and go to step-7
Step-3: Read prefix-list and check the word with the prefix lists
If the word starts with prefixes list then
remove prefix and return the remaining terms
and go to step-4
else
return the word and go to step-4
Step-4:read suffix-list and check the word with the suffix lists
If the returned word length > 3 from step-3 then
Go to step-5
else
return the word and
go to step-5
Step-5: if words ends with suffix list and match exist
remove the matching suffix and
check the remaining terms with recording rules
return the terms and go to step-6
else

return the word and
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go to step-7
Step-6: If word length = 3 and check the infix
if any infix found then
apply recording rule return the terms
go to step-7
else
return the word and
go to step-7
Step-7:If end of file not reached
go to step 1
Else
Return the stemmed words and
End up process

Output: Stemmed word

Algorithm 4 Geez Affixes stripping algorithm

The above algorithm (Algorithm 4) shows us, the elimination processes of affixes from the input

of Geez text.

4.4.5.4. HYBRID STEMMER ALGORITHM

It is difficult to come up with a system that conflates variation of words for a language by the
help of the rules only especially for morphologically rich and under-resourced language like
Geez. The option is that using a combined version of rule based and statistical approach. In this
study the researchers tried to develop a hybrid version of the stemmer by using set rules and
statistical approach namely n-gram due to this reason. The hybrid version of the proposed
stemmer is responsible for conflating variant words that cannot handled by the first version
(affixes stripping only) conflating variant words. The following algorithm illustrates that the

integrated version of the stemmer algorithm (see algorithm-5).
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Input: Geez nonstop-word list

Step-1:

Step-2:

Step-3:

Step-4:

Step-5:

Step-6:

read normalized geez word-list line by line
If the word length <=3 then
go to step-2
else
return the word
go to step-3
check the word with recording rules and
if match found then
apply recording rule and return the word
go to step-6
else
return the word and go to step-8
Read prefix-list and check the word with the prefix lists
If the word starts with prefixes list then
remove prefix and return the remaining terms
go to step-4
else
return the word and go to step-4
read suffix-list and check the word with the suffix lists
If the returned word length > 3 from step-3 then
Go to step-5
else
return the word and
go to step-6
if words ends with suffix list and match exist then
remove the matching suffix and
check the remaining terms with recording rules
return the terms and go to step-6
else
return the word and
go to step-7
If word length = 3 check the infix
if any infix found then
apply recording rule return the terms
go to step-8
else
return the word and
go to step-8

Step-7:if there is no matching rule then

If word length >=5
compute quad-gram and
return the quad-gram and
go to step-8
else
compute tri-gram and
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return the tri-gram and
go to step-8
Step-8 If end of file not reached
go to step 1
Else
Return the stemmed words and
End up process
Output: Stemmed word

Algorithm 5 Geez Hybrid Stemming algorithm

Algorithm 5 shows that, the input Geez text cannot handle by the affixes striping rules nor if
there weren’t any matched affixes list found from the rule set, n-gram is computed or calculated
accordingly. According to[20]-[23] and [64], the most common word lengths of Geez without
attaching affixes are three and four. In order to compute quad-gram (4-gram), the length of the
given word must be greater than or equal to five. Other ways if the length of the word is less than
five, most probably the stem of the word lays on the first three terms; that way we are using tri-

gram (3-gram) as option for producing a stemmed word form from the given input text.

4.5. SUMMARY

In this chapter, the researchers have discussed in detail about the developments of hybrid
stemmers and its main components namely tokenization, normalization, and complication of stop
words and affixes. Additionally we tried to discuss all the algorithms that are necessary for the
pre-processing of texts and removing affixes are presented. The proposed set rules that are
helpful for removing all the affixes are also presented. Finally we have developed a user
interface prototype that is responsible for stemming Geez text based on the give input text with

the help of the proposed algorithms and rule sets.

Next chapter focused on presenting the experimentation of results and evaluations of the

proposed system to come up a final conclusion and recommendation.
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CHAPTER FIVE

EXPERIMEENTAL RESULT AND DISCUSSION
5.1. INTRODUCTION

On this chapter the researchers tried to discuss about implementations in order to see the all over
performance of the proposed system. In general a series of experiments is conducted in order to
assess the quality of the stemming application. Additionally, the tools and environments that are
used to implement the designed algorithm and the experiment that is conducted to demonstrate
the accuracy have been presented. The result of the experiment would be deduced in this
part and the system is evaluated by using evaluation method and parameters that are presented in
chapter two. Error counting mechanism was used to evaluate the performance of the proposed
approach. Which was made by counting correctly stemmed and incorrectly stemmed words.
Additionally coFinally discussion could be taken to come up with conclusion and

recommendation.

5.2. . TOOLS AND DEVELOPMENT ENVIRONMENT

In order to implement the proposed designed algorithm, we have used different tools and
development environments. Based on the designed algorithm, the researchers developed a
prototype to evaluate the performance of the proposed system. The compiled data from Geez
unstructured texts are then stored in the file for further use by researchers. To take the input texts
and display the stemmed word of given input text, Geez hybrid stemmer prototype interface was
developed using Intellij idea community edition for coding environment with Ubuntu operating

system.

Notepad++ also, plays an energetic role to develop a decent system by editing and changing
unnecessary and invalid words during corpus preparation that does not process automatically by
java programs. It helps us to modify and correct the spelling variation and errors. The corpus
processed and organized manually in proper manner with linguistic expert to create clear and
understandable character features. Other tool that we have used for editing and preparing the
documentation part of this study was Microsoft Office 2010 version. Additionally Mendeley

Desktop also, used for preparing the referencing and citing purpose.
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5.3.  USER INTERFACE PROTOTYPE

Based on the designed algorithm from the previous chapter, the researchers developed a

prototype to evaluate the performance of the proposed system. The compiled data from Geez

unstructured texts are then stored in the file for further use of this study. The prototype is

developed by using Intellij idea community edition 2021.0 versions. In the following figure, we

tried to show the snippet of the user interface prototype.

File path 'rojects/HybridGeezStemmerThesis/GeezCorpus/TestingDataset txt

bt WHEY oo o s SR

Sl AL AP ALA DAL APl

A A plome 94 B R ) @I haosh 2A AT 14 B hheo
@Ak AAE (0L hok £7%

P GTL h @Ak

TR LT BAdl oo S oo

Hel: Al AHH AFbAY hoo ddod 4 (NETE o

R arhek chel @B HoLP @i+ Fha- oAk
Aol @AL e W TS AFIATIC

LA AL Hd A AhBOL

av bl S 0D by

Ao ACERT Ao

ALY @Ak HNCH HFF 104

AN TATRC e by

DAAYT CA @AY 7T dk heo Wk @Al @A AATHL AN GG
Aokt Ak 1AD Mm%k Alch AP Lobeh

@ Af- e 2 che (1AD Mm% dllde AP dolch-

N poew = A3 S AD - . . PO I

mE

‘ Open File H Clear Text H Stem Word H Close ‘

Figure 10 User interface prototype of Geez Stemmer

As shown in figure 10 above, the prototype interface presented information along three

different output areas. These components are:

e The File path area: that shows the paths of test and stemmed Geez text file from where

it is found or opened.

e The Test File content Area: An area where the text content associated with the test

document is loaded when file is selected by the user with the file selection button called

“Open File” located on the bottom of Prototype interface.
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e The Stemmed File content Area: An area where the text content associated with the
stemmed text is loaded when stemmed file is selected by the user with the file selection

button located called “Stem Word” on the bottom of prototype interface.

5.4. IMPLEMENTATION OF THE STEMMER

The proposed stemmer is implemented using Java programming as discussed on section 5.2
above. As much as possible the researcher has collected all the stop words and affixes of the
language from different sources like [20]-[23], [62]. The algorithms that are proposed, uses rules
for removing single and concatenated affixes. By using this set of affixes, all conceivable
combinations of the affixes are created and the correct ones are carefully chosen to form the

rules.

Before applying the rules that are helpful for conflating all the word variants; the tokenization,
normalization and stop word removal were done. We have discussed about it on chapter four
under section 4.3.2 up to 4.3.4 respectively. Generally ten rules are configured for removing the
affixes of Geez text. The first five rules deal with the prefixes striping purpose and the next five
rules are answerable for removing the suffixes of the text. The designed rules always start from
longest or concatenated affixes and continue to single affixes. Even the longest match is

considered, the exceptional cases are applied before removing the matching prefixes.

To demonstrate how the proposed algorithm works, the following examples are used. The words
APTO, AP, TEHO, TPTA, 1PN, 8P TA, &0 are variants of a word with single prefixes
attached before the first/the left side of the individual words from its stem ¢+A. The variations of

the words are due to the prefixes A, -, 7 and £ that are attached to the stem.

The same process is executed for all the other words with prefixes. If a single word contains a
possible combination of prefixes with common starting substring, the algorithm only removes
the longest conceivable prefix to evade errors in stemming the word. The following table

demonstrates that, how variant words are stripped by using affixes removal algorithm.
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No. Word variants Prefixes Stemmed Word

1 OANTSAD - AQTHEA@

2 AQNTSAD DAN 40D

3 AOTtRAD OhNF- 0D

4 LS00 - LA® (& changed to £)

Table 28 Sample of Geez prefixes removal

As table 27 illustrated, the word variants are coming from the prefixes ‘®-°, ‘@h0-°, and ‘@An+-*
and after removing the longest prefix ‘@an+-° the final result is checked by using recording rules

(% changed to £) i.e. the correct stemmed word form after removing prefixes is ‘LA®’.

Likewise the suffixes removal process follows the process of prefixes removal. The difference
of the two is that, the type of the substring that is attached from the beginning (prefixes), in the
case of prefixes removal and to the ending part of the original/stem words, in the case of suffixes
removals. As a result, from the ten rule sets, the last five rule sets are responsible for stripping

the suffixes.

To demonstrate how the proposed algorithm works, the following examples are used. The words
Ahethaos) 2ett, anete?, Adeth, Adeth?, adetar adet7, A and Adek are a variant/inflected
words with a suffixes attached after the last/the end part of the individual words from its stem
adet. The variations of the words are due to the suffixes /-hae-, /-1/, /-¢/, /-h/, and /-n?/, /-a»+/ and
/-1/ are attached to the inflected words respectively in addition to this &A°7* and aa>t haven’t
external suffixes as a result, the change are made by using recording rules since the word length

of the two words are three i.e. the last letter “2*” and ““k” are changed to “+”.

The same process is executed for all the other words with suffixes removal. If a single word
contains a possible combination of suffixes with common starting substring, the algorithm only
removes the longest conceivable suffixes to evade errors in stemming the word. The following
table demonstrates that, how variant words are stripped by using affixes removal algorithm. See

table 29 below.
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No Word variants suffixes and changes Stemmed Word
1 ARIPCE - ¢ and changes C to & hhavL,
2 KAIPCS U -Gv-and changes C to & AhaPL,
3 HRADCEaD- -¢a>- and changes C to & hhavL,
4 ARaPCGPav- -GPar- and changes C to & AhavL,
S ARAPCE -7 and changes C to & Ahhavl
6 ARAPCS Uy -G’ and changes C to & Ahhavl
T pnavce -G and changes C to & AhIPL,
7 KRAPCSY -9% and changes C to & AhavL,
9 ARIPCSN -¢hrand changes C to & hhavl,
10 Aheecqh, -Sh. and changes C to & Ahav,
11 hhovcShov- -¢her- and changes C to & hhav,
12 hhaeCon? -7 and changes C to & AhavL,

Table 29 Sample suffixes removal

As table 29 illustrated that, the word variations are coming from the suffixes ‘-4, ‘-qu~’, *-'Gav<’,
Qoo QY C-qUY, -9, ‘-97’, and ‘-9h’°, ‘G0, ‘Ther’, ‘h'?’ and the stemmed word forms
after removing the suffixes and makig changes at the last letter of the remaining terms is

‘hhavl’.

On the other hand prefixes-suffixes pairs are conflated by following the same process like
prefixes and suffixes. After normalizing Geez text and removing stop-words and the algorithm

also strip prefixes-suffixes pairs respectively.

No Word variants Prefixes Suffixes Stemmed Word
1 AHAD2A AH- -1 @2
2 AHADRL AH- -1, ch®2
3 HhO2Y H- -1 h®32
4 Hch@27, H- -1 h®2
5  AHAORN AH- -h, ch@2
6  AHAD2N AH- -h h®32
7 OhO2N - -h h®2
7 Hh@2an H- -h ch@d3
9  Hhoah H- -n. ho%
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Table 30 Sample Prefixes-Suffixes pair removal

As table 30 demonstrated that, the above nine variant words are due to the variations of the
prefixes suffixes pairs like ‘AH- and -7°, ‘AH- and -%°, ‘H- and -7°, ‘H- and -7’, ‘AH- and -0, ‘AH-
and -h’, ‘@- and -h’, ‘H- and -h’ and ‘AH- and -N.’. The proper stem of the above word after
removing the prefixes-suffixes pairs is ‘h®@2’. Most of the words variations of Geez are inflected

by prefixes-suffixes pairs.

The same function is executed for all Geez words. If a single word contain a possible
combinations of prefixes-suffixes pairs with a common substring, the calculations were expels
the possible longest prefixes suffixes pairs in order to remove the correct affixes and to reduce

the errors for the purpose of achieving the correct stems.

Furthermore, the infixes removal process follows the same process like prefixes and suffixes
removal. The process of removing infixes conducted always after removing other affixes. Table

31 demonstrates about removing infixes removal process.

No. Words Prefixes infixes  suffixes = Same changes on terms Stemmed Word
1 o h- -£- -h {1to (L. and &. to & ez
2 K109 hav- A- -£- -hao- Ato (. and &.to & z
3 A1PR N A- -£- -7 N to (L and &. to & &
4 - h- -9- -U- {1to (L. and &. to & ez
5 W08 h- -£- -7 {1to (L. and &. to & ez
6 A10RY A- -$- -1 N to (L and &. to & &
7 h103 U A- -$- -Lpav- N to (L and &. to & &
7 AP A- -$- -P7 Ato (L. and &, to & &
9 AOO9E h- -£- -? {1to (L. and &. to & ez

Table 31 Sample infixes removal process

As we have illustrated in table 31, the proposed stemmer can remove prefixes, suffixes and
infixes and it may apply the recording rules if it is necessary to the final stemmed terms in order

to get the correct stem word forms.
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5.5.  PROPOSED STEMMER EVALUATION AND RESULTS

There are different criteria for judging stemmer as discussed on chapter two of this study, under
section 2.3. These criteria are retrieval competency, correctness and compression performance.
Over stemming and under stemming are the two issues in which a stemming process can be
incorrect. The first one were occurred when the stemming process removes or conflates too
much parts of the stemmed word whereas; the second one were occurred when the stemming
processes removes or conflates too little parts of stemmed words. Both of them decrease the
performance or quality of the stemmer. As a result a good stemmer should increase its

performance by reducing the occurrence of over and under stemming problems.

5.5.1. EVALUATION OF THE PROPOSED STEMMER

To evaluate the proposed stemmer, first the test data is prepared by gathering different Geez text
documents as we discussed on chapter four under section 4.2. The next step is labeling text
documents manually for testing purpose. Evaluation of the stemmer is done with the evaluation
parameter that compares the number of words which are stemmed correctly and incorrectly.
Normally, the comparison is done with the expert stemmed words. As stated in details about
description of the evaluation metrics in chapter two, for the aim of evaluation of the proposed
system, error counting approach is used in this report to evaluate the algorithm in terms of the
number of accurately conflated results. For analysis, the number of correctly and incorrectly

conflated words is counted.

The evaluation takes place in two versions. The first version is evaluating the proposed system in
which, the affixes removal only independently employed and the second version were employed
by the combination of the affixes removal with the statistical one, namely n-gram. The output of
the stemmer was then compared to the expected valid stem. Geez Language experts count the
valid and invalid conflated terms. These errors were then classified as under stemmed and over
stemmed. When too much of the term is removed, over-stemming, and under-stemming occurs

when too little of the term 1s removed.
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Although the compression ratio can be used as a general indicator of the stemming algorithm's
effectiveness, other evaluation measures are required to tell specific error patterns. In this case
the proposed stemmer is applied to a test set of 2,644 words that are assumed to address a variety
of issues as discussed in section 4.2. The literature from which the stemmer's rules were derived
was completely different from the test dataset. This was done for the purpose of predicting the
stemmer's performance in real-world data. The following figure shows the screen shot of output

of the given testing dataset on the first version stemmer.

File path rojects/HybridGeezStemmerThesis/GeezCorpus/TestingDataset.txt

seh AHIHY oo tend G 12 e |

EXel AL AN LA @A LRE AT ddad =P ] E

A AFreme 71 L hems ;. @5 em=3, WA AT 14 B e AL A &

Ak RAF (ML hChek: £ Méwh

PGTL B oAl AD

THCET BAl oo G om Mm%

Hel: BAd AHH AvbRE how dd-dodb & (INL5L: hom- elleh

A @Ak chedT @ HOEF @AY HhA @Ak ooty

@Al @AL e W UL ATIIATIC otk

LA BAd HbAhd- AhPOL (1évche

P E N W o Mtche

Al ome ACERT A oo Zollehe

AaY @-Ad: HIHCH W% "1 L

AMY ThIPC A 1y doohe

mAAY Chdr @A A7T0rk heo Wk @-Ad: @& ANNLACH.C A%

@Akt dcdh NAD mSch d0ldh AP™ dotdh Mtk

@ X f-eme 2 (O @che (1A MG che Eldh AP dothe = dellh =1
LT AL W | A = 3 £ 4 5 TOeh F N d P |

‘ Open File H Clear Text H Stem Word H Close ‘

Figure 11 screen shot of the output of first version stemmer

Firstly the testing set is given to the first version (a stemmer without incorporating n-gam) of the
stemmer and we have got the following results. According to the stemmer output, 119 (4.5%)
words were over stemmed and 84 words (3.18%) were under stemmed, out of 2644 total words
in the test sets. As a whole this stemmer generates 203 (7.68 %) words were incorrectly stemmed
and out of total errors, most frequent errors were over stemming errors, which covers 58.62% of

the errors; whereas, around 41.38% of the errors were observed due to under stemming errors.

On the other hand, 2441 words (92.32%) were correctly stemmed by the first version of the
stemmer. As a result, the accuracy of the first version of proposed stemmer was evaluated

92.32%. The errors that were confronted by this stemmer were corrected or reduced by
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incorporating other methods such as statistical techniques. So that, most of the above stated
errors can be distinguished by integrating the first version (affix removal stemmer) and statistical

(n-gram) stemmer in order to enhance the outputs and reduce the errors.

The following table shows that a sample of output from the first version of the stemmers with a

sample of under stemmed and over stemmed terms.

Un inflected terms Stemmer output Expected output Errors occurred
h&GL A&l h&GL over stemmed
LMLy M éAm -

HoUNhZ vn oun Over stemmed
HE LG av- 24 L1 Over stemmed
HOZ A DA OZh -

H1€: H1& ® Under stemmed
hD-¢ (OEA | ho-C Under stemmed
o +0ch azn azn -

oL, Lan oLN Over stemmed
1A mLL. 144 -

OAA PO TN AP AP -

hcan, nca hca -

T GHHY +GHH GHH Under stemmed
0y (%Y (% Under stemmed
aAgehao- aAg® aAg® -

Abbth bt Akt Over stemmed

Table 32 Sample output by the first version of Geez stemmer

Based on the the given test data-set given to the first version stemmer, most of the errors
happened were over stemming. The affixes removal process take place after checking the given
input text with corresponding stop word and if there is a matching affixes list are found. If the
given input is not a part of stop word and any match is found from the affixes list, it further
applied the rules and exceptional rules are checked; meanwhile the recording rules are

considered for each steps of affixes removal process in order to conflate and produce the stems.
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On the second pass, the same testing dataset was given to the hybrid version of the stemmer in
order to see the impacts of the hybrid stemmer over the first version of stemmer which was an
affix removal. The following figure shows the screen shot of output of the given testing dataset

on the hybrid version stemmer.

File path 'rojects/HybridGeezStemmerThesis/GeezCorpus/TestingDataset.txt

woht AHIAY ootlomd G |21 ditech il
LA A0, AT ELA OTLEFE AT (144 = [Ndwhe =]
A Ao Y Bhem- bt @9 e b WA AT "1 B hom- M N
@Ak RAT (L hCoek £ &eflche
P GTL A @Al mth
TICET® Ll oo GY a0y oot
Helz @Ak ARHH APEAE how b <. (01L5: hoo a9
Wi @bl chel @B HO&ET @h(Fe Fhiy oAk mich
@A AL g i) UL ATTIATC Zoflh
Ll AL HE A AhEO, Aok
ahed: A 0 Dy A0
A rleame AR Al oo oy
AdS @Ak WINCH 1 "0 Ak
AALT TAIUC e DG Adh
@AAY Chte @AY 7Tk hoe Nk @Ak @85 AATNLACGC Méech
@Az Ak A0 Mm%y &-ldh A9 bk £0ch
@ Afeome 2 (Nche (TAD mbche deilche AP dotche = aoth =

\on:nal 0AD mets e sava s

| Open File H Clear Text H Stem Word H Close ‘

Figure 12 Screen shoot of the hybrid version stemmer

According to the hybrid version stemmer, the output found; 87(3.3%) words were under
stemmed and 58(2.20%) words were over stemmed from the total of 2644 words. To this end the
hybrid version stemmer generated 145(5.5%) words, that were incorrectly stemmed and

2499(94.5%) words were correctly stemmed.

Specifically, by way of the total errors found on the hybrid version, 60.0% of the errors were due
to under stemming and 40.0% were found due to over stemming. As a result over-stemming
errors are reduced by 2.3% (by 61 words) and whereas under stemming errors showed little
increment particularly by 0.12% (by 3 words), when we integrating the first version(rule based)
with statistical(n-gram). The reason of reducing over-stemming errors on the hybrid version
stemmer were due to the errors that were made by the rule-based version were
corrected/modified by using n-gram. In contrast, under stemming errors shown a little increment

on the hybrid version stemmer was because of n-gram technique works only for stripping
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suffixes parts. Some Geez affixes particularly prefix and infix that cannot conflated by rule-
based also cannot conflated properly by n-gram technique i.e. this is due to the morghological

complexity of the language.

Finally, an accuracy of the proposed hybrid stemmer was evaluated 94.5% on the testing dataset.
Even though, the hybrid version of the proposed stemmer showed a few correction of errors
occurred from the first version stemmer, we observed some errors like the first version stemmer.
Unlike the first version stemmer the most frequent errors are under stemming. Comparatively,
the hybrid version stemmer promoted by an accuracy of 2.18%. As a result integrating n-gram

show few enhancements over the first version stemmer.

Un  inflected First version Hybrid version Expected Errors on first Errors on
terms output output output version hybrid version
h&GL A&l h&GL h&GL over stemmed -

HoUANL on oun HOUN Over stemmed Under stemmed
A7 D¢ ho-C h@-C Under stemmed -

oLan. Lah oL oLA Over stemmed -

T TGHHY GHH T TGHH SGHH - Under stemmed
Abvkth bt Akt Abkth Over stemmed -

hHPF HPit hHPE hHPF Over stemmed -

14-vthav- 16V 1%Vt 1Vt Over stemmed -

toltn ot tot tont Over stemmed -

et et it et Over stemmed -

Table 33 Sample output by the hybrid version of Geez stemmer

From the total test set given to the hybrid version stemmer, some of the errors happened on the
first version stemmer were solved by the hybrid stemmer. Most of the time the over stemming
errors shown by the first version stemmer is corrected by the hybrid one. In addition to that, the
hybrid version of the proposed stemmer can stem the given texts that were not catched by the
affixes removal stemmer. Like affixes removal stemmer, the stemming process take place after
checking the given input text with corresponding stop word and affixes lists. If the given input is

not a part of stop words and matching affixes list not found; n-gram stemming is applied for the
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purpose of conflating the input text and producing the stems. The conflation process is based on

the fulfillment the precondition stated on algorithm 5 on the previous chapter (section 4.4.5.4).

5.5.2. RESULTS AND DISCUSSION

In this study we have used 2644 word of testing dataset that are applied on two version of the
stemmer. According to the manual evaluation of the first version stemmer results, 92.326% of
words were correctly stemmed and 7.68% (203 words) were evaluated as incorrectly stemmed
words. From the assessment, the errors revealed were under stemming which yields 41.38% and
over stemming errors yields 58.62% of the total errors; that was unable to correctly conflate the
words to get the desired stems based on the proposed affixes removal algorithm. From the
evaluation we made, the most frequent errors were observed due to over stemming. The

following table (table 34) shows as the summarized result for the evaluation of the first version

stemmer.

Dataset No of words  Correctly stemmed Incorrectly stemmed
Under Over
stemmed stemmed

TestingDataset 2,644 2,441 84 119

Percentage (%) 92.32 3.18 4.5

Table 34 Evaluation results of First version stemmer

Furthermore, the same dataset was applied to the hybrid version stemmer and the manual
assessment was made. From the assessment, the stemmers were correctly 2,499 words which
yield 94.5% of the given dataset and the remaining 145 (5.5%) words were incorrectly stemmed.

As a result the accuracy of the hybrid version stemmer was results 94.5%.

Over stemming and under stemming concerns are found after the stemming process is
completed. From the total errors of hybrid version stemmer, under stemmed errors yields 60.0%
whereas 40.0% of the errors were revealed from over stemming. From the evaluation we made;
unlike the first version, the most frequent errors were observed due to under stemming. This is
because of n-gram technique ignores affixes particularly prefix and infix in some case. Generally
the hybrid version stemmer shows an enhancement of the accuracy by 2.18% and over stemmin
errors are corrected in some way. The following table generalized the final results of evaluations

for hybrid version stemmer.
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Dataset No of words  Correctly stemmed Incorrectly stemmed

Under Over
TestingDataset 2,644 2,499 87 58
Percentage (%) 94.5 3.3 2.2

Table 35 Evaluation results of hybrid version stemmer

Finally the study tried to see the overall compression ratio of the stemmer. According to [14], the

dictionary size reduction is calculated as follows:

w
C= * 100

Where C= percentage of compression values
W= the number of total words
S= the number of distinct stem after conflation

According to this formula the compression ratio/dictionary reduction of the proposed stemmer
based on the sample dataset are calculated as: the size of dataset are 2644 and the number of

distinct stems are 1729. So we can calculate as

(2644 —1729)
N 2644

Therefore, the percentage of dictionary size reduced is quantified as 34.58%, i.e. Geez language

* 100 = 34.6%

morphology is highly inflected, it indicates that developing a stemmer for this language is

recommended.

5.6. SUMMARY

This study tried to design and develop a hybrid stemming algorithm for Geez language text.
Ultimately, the researchers tried to propose a list of rules that used to conflate derivational and
inflectional affixes. For the sake of this study we have prepared a dataset from different source
like text books, newspaper, and bible and from other print and non-printed materials. The dataset
prepared were randomly taken from these sources. The test dataset was prepared to evaluate the
number of valid words correctly accepted by the system and the number of invalid words
incorrectly stemmed. Meanwhile, we have compiled list of stop word, prefixes and suffixes lists.

For removing process some exceptional and recording rules are also prepared in order to check
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the validity of the stemmed terms. The recording rules are stored on a hashMap of java program

in order to handle the checkup process of affixes removal process.

The proposed stemmer has two versions, that integrate affixes removal and hybrid approaches.
On the first half, affixes removal version was checked by giving a sample of 2644 testing dataset.
Based on evaluation presented in section 5.4., the word that is correctly stemmer was scored an
accuracy of 92.32%. During the stemming process over stemming and under stemming problems
were observed from affix removal technique and it registered 7.68% as a whole. After the
stemming process is completed, over stemming and under stemming problems were observed.
From the investigation, over stemming errors were occurred more frequent than under stemming

€Irors.

On the second half, hybrid version of the stemmer was evaluated. In order to achieve and see the
impact of this stemmer over the first version, the same testing dataset were given. According to
this stemmer, the performance of this stemmer registered 94.5% of the testing dataset. Like the
previous version, under stemming and over stemming errors were found and also it has 5.5%
coverage. As we discussed in the previous section, the hybrid version shows advancement by
2.18% accuracy and reduce some errors observed on affixes removal algorithm. Similarly the
second version of the proposed stemmer has some errors which are common to all stemming
algorithm. Conflation algorithms have intrinsic limitations and certain linguistic problems that

are common to all conflation algorithms, irrespective of their ultimate use[32].

Additionally, there was 34.6% of compression ratio of stemmed words in these data sets of
words. The following chapter summarizes the conclusions of this study and provides suggestions

for future study.
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CHAPTER SIX

CONCLUSSION AND RECOMMENDATION

In this chapter, the methods followed to conduct the study are summarized and the results found
are summarized. The chapter also deals with what should be done to solve the problems are

indicated.

6.1. CONCLUSION

Stemming is an extremely useful tool in the field of information retrieval (IR), almost all modern
indexing and search systems support it. By reducing the word mismatch between the query and
the document, stemming improves information retrieval and also it will result in more relevant
documents being returned to the query. Stemming is important for highly inflected languages

such as Geez for many applications that require the stem of a word.

This study aimed to design and develop a hybrid stemmer which was able to stem textual
documents written with under-resourced languages (i.e. Geez). As explained earlier, this
stemmer consists of several components like tokenization, normalization and stop word removal
components. To this end, the possible prefixes, suffixes and prefixes-suffixes pair was compiled
that were discussed earlier, which made this investigation achievable. According to the study,
finding longest match is preferable for developing the stemmer for the Geez language. This is
primarily due to the language's morphological complexity; most of the affixes are concatenated
with each other i.e., obtaining the possible long lists of the affixes are recommended in order to

get the final stems.

In this study, a hybrid stemming method was used that attempts to determine the stem of a word
according to the compiled linguistic rules and by applying character n-grams. The method
integrates two different stemming techniques to improve the overall performance of the
stemming process. To evaluate the proposed system, a testing dataset were prepared from ready
available sources randomly. The evaluations made on this investigation were in two phases.
Firstly, the proposed rules were evaluated lonely and secondly, incorporating the linguistic rules
(rule based) with a character n-gram techniques. The proposed stemmer is evaluated using the

error counting method because; there were standard metrics for under resourced language like
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Geez. With this method, the performance of a stemmer is computed by calculating the number of

under stemming and over stemming errors.

According to the obtained result shows that, an overall accuracy of 92.32% for the first version
and 94.5% for the integrated version of the proposed stemmer were resisted. Consequently
encouraging result was found, which shows stemming process can be performed with low error
rates in highly inflected languages specifically in Geez language. Without a doubt, it is possible
to anticipate such considerable contributions and positive effects of the stemmer because; Geez

is one of the morphologically rich and complex languages.

As the evaluation result shows, the proposed method generates some errors. These errors were
examined and categorized into two different categories namely; under stemmed words and over
stemmed words. The error rates were about 4.5% and 2.2% over stemming and then 3.18% and

3.3% under stemming for the first and the hybrid version of proposed stemmer respectively.

Additionally when compared to the rule (affixes only) based stemmer, the evaluation of the
hybrid stemmer shows that; there was an accuracy increased by 2.18% with significant increment
in computational time. As we observed from the evaluation, the hybrid version stemmer shows
few enhancements in terms of accuracy. Finally the proposed hybrid stemmer outperforms by
12.26% and 8.28% accuracy with reducing the error rates by 12.08% and 7.28 % from a rule
based and longest match approach that were done by former researcher [19] and [28]
respectively. This is due to incorporating the rule-sets based on the detailed study of the
languages morphology. Even if the proposed hybrid stemmer found an encouraging result, an
error rate of 5.5% are facing i.e. the performance of this stemmer can be increased or the error
rates will be reduced by incorporating additional rule sets and an other techniques with the

detailed study of the language morphology.
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6.2. CONTRIBUTION

As the aim of this research work was to design and develop a hybrid stemming algorithm and

implement a prototype of the proposed algorithm, i.e. the main contributions of the study are

listed below:

v

Prepared and analyzed Geez text corpus for the sake of implementation of the proposed
stemmer, i.e. an other researchers will benefited from this prepared corpus for evaluating
their proposed studies.

This work can help researchers for the purpose of developing application tools such as
spell checker, parser, thesaurus, post tagger and dictionary on the language.

Linguistic rules are proposed and tested for removing stop word and affixes of Geez text.
Algorithms are developed for affixes removal, tokenization, normalization, stop word
removal process of the language that are used for preprocessing Geez text.

Hybrid version for stemming Geez text is designed as well as a prototype system is
developed.

We have tested the proposed system for demonstrating the performance and accuracy of
each proposed approach.

All of the rules described in this work can serve as a foundation for future research.

In addition, the study contributes to the growth of research in the area of natural language
processing as well as information retrieval system.

Finally we believe that, this thesis work contribute in the stemming research and offer a

retrieval tool for Geez text that can be used on the web.

6.3. RECOMMENDATION

According to the study we made, the research work was a prototype hybrid stemmer for Geez

that appears to work with reasonably high accuracy. Although encouraging result has been

obtained in this study, the following recommendations are identified for further work in order to

make the result useful in operational retrieval environment.

v

The observed 5.5 % error rate can be minimized by adding more stemming rules and

exceptions rule-sets as well as by trying other approach.

v’ Further study of the morphology of the language can increase the accuracy of the

stemmer.
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Moreover, the stemmer has to be tested with large amount of texts to verify its real
performance on IR system. This is because large size sample can represent the
characteristics of the language more than small size sample.

Evaluating the stemmer on text collection of large size collected from different sources
my leads to see the real performance of the proposed stemmer.

One can add more context-sensitive and recoding rules in order to increase the accuracy
of this stemmer;

This study concentrates on finding the longest possible affixes. Other algorithms can be
implemented and the performance between them can be compared over a larger
collection of data sets.

Preparing adequate and better size corpus by incorporating from various domains must
be one task in the future and having a standard dictionary with maximum word size is
very important to see the accuracy of the proposed system.

Machine learning approach like deep learning will be applied for future in order to see

the performance of the stemmer for this language.
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APPENDIXES
APPENDIX I: SAMPLE GEEZ STOP WORD LIST
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APPENDIX II: SAMPLE GEEZ TEST SET
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APPENDIX III: SAMPLE GEEZ PREPOSITION AND CONJUNCTIONS
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