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Abstract

The next word prediction is useful for the users and helps them to write more accurately and

quickly. Next word prediction is vital for the Amharic Language since different characters

can be written by pressing the same consonants along with different vowels, combinations

of vowels, and special keys. As a result, we present a Bi-directional Long Short Term-Gated

Recurrent Unit (BLST-GRU) network model for the prediction of the next word for the

Amharic Language. We evaluate the proposed network model with 63,300 Amharic sen-

tence and produces 78.6% accuracy. In addition, we have compared the proposed model

with state-of-the-art models such as LSTM, GRU, and BLSTM. The experimental result

shows, that the proposed network model produces a promising result.

1. Introduction

In today’s digital era, one of the most important activities for people who use computers and

handheld electronic devices is data entering. Next word prediction during data entry enhances

document creation by eliminating spelling errors and speeding up text entry for users with low

spelling skills [1]. Next word prediction benefits people with severe motor and oral disabilities,

on handwriting recognition, mobile phone, or pad texting. In addition, word sequence predic-

tion can be used as input for a variety of natural language processing studies including speech

recognition and handwritten recognition [2].

Now a day’s, the usage of computers and handheld devices is growing day to day in Ethio-

pia. A large number of people use the Amharic language to communicate. Amharic is a Semitic

language of the Afro-Asiatic Language Group that is related to Hebrew, Arabic, and Syrian [3].

Amharic is the working language of the Federal Democratic Republic of Ethiopia (EFDR) [4].

With this in mind, having an alternative or assistive Amharic text entry system is useful to

speed up text entry, and helps those needing alternative communication. Amharic is one of the

Ethiopian languages categorized as under-resourced [5]. Currently, the Amharic language

requires a plugin or software that corrects and speeds up the writing of books, articles, newspa-

pers, and reports.
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Next word prediction is the process of predicting the upcoming next word based on its con-

text [6]. Word prediction has a great role in avoiding or reducing typing errors and the number

of keystrokes. The next word can be predicted based on the probability of prior words and con-

text. For instance, if the user is writing the phrase “እየሱስ ክርስቶስ” (Jesus Christ), the user will

first write the word “እየሱስ” from the keyboard and will predict the next word from the proba-

ble words and the following list of the high-frequency word next to "እየሱስ " that appears in the

word prediction window based on the training corpus and select "ክርስቶስ” when it is available.

In the paper [7], the authors studied how different sequence-to-sequence deep learning

models perform in the task of generating new conversations between characters. A compre-

hensive comparison between these models, namely, LSTM, GRU, and Bi-directional Recurrent

Neural Network (RNN) is presented. All the models are designed to learn the sequence of

recurring characters from the input sequence. Each input sequence will contain, say "n" char-

acters, and the corresponding targets will contain the same number of characters, except, they

will be shifted one character to the right. The loss analysis shows that bi-directional RNN has

the lowest loss and GRU has the highest. GRU works a little faster and bi-directional RNN has

the longest execution time.

The paper [8], presented a stochastic model-based next word prediction for the Urdu lan-

guage. The Hidden Markov model was implemented to predict the next state, while Unigram

Model was also used to suggest the current state and the next hidden state, N-Gram Model was

followed keeping N = 2. The tool is developed to implement this model for Urdu Language

(UL) and tested by regular and new content writers to check their improvements in their typ-

ing speeds.

The paper [9], presented a next word prediction algorithm for automatic code completion.

The authors used two key constituents, prediction of within-vocabulary words and prediction

of identifiers. In terms of predicting within-vocabulary words, a neural language model based

on an LSTM network was proposed. Regarding the prediction of identifiers, a model based on

a pointer network is proposed. For evaluation of the proposed method, source code accumu-

lated in an online judge system is used. The results of the experiment demonstrate that the pro-

posed method can predict both the next within-vocabulary word and the next identifier to a

high degree of accuracy.

In [10], the authors presented an LSTM model to predict the next word(s) given a set of

current words to the user for the Assamese language. They handle the problem of words which

has multiple synonyms, by storing the transcripted Assamese language according to the Inter-

national Phonetic Association (IPA). Their model goes through their dataset of the tran-

scripted Assamese words and predicts the next word using LSTM with an accuracy of 88.20%.

The result shows LSTM is prominently effective in next word prediction even for under-

resourced language.

In the work of [11], the authors proposed a Multi-window Convolution Neural Network

and Residual-connected Minimal Gated Unit (MCNN-ReMGU) network model for natural

language word prediction. The residual-connected processing of the MGU network solves the

problem of vanishing gradient and network degradation. Their experimental results on the

Penn Treebank and WikiText-2 datasets show that the proposed method has an advantage in

word prediction applications.

The paper [12], presented the application of long-term memory- recursive network in the

generation of text sequence in real-time conditions by predicting a single data point at a time.

When going through the text, people accept every word based on their interpretation of the

preceding words. People can understand and respond, indicating that our thoughts tend to be

ceaseless. Typical neural networks have a major drawback in that they shrink during such

assumptions. Their Recursive neural networks provided a solution to this problem.
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For the past two decades, LSTM and BLSTM have been widely used for next word predic-

tion in different languages. BLSTM learns the bi-directional dependence between terms or

words. However, it results in a more complex network model that takes longer to train [13].

Whereas the LSTM model learns the sequence of words in a sentence in just one way, either

forward or backward. Due to this, the model does not properly understand the sequence [14].

As a result, the purpose of this study is to provide deep learning algorithms: the BLSTM-GRU

model for predicting the next Amharic word. GRU was utilized as a second layer of BLSTM in

the proposed model to minimize network complexity.

The main contributions of this study according to automated Amharic next word predic-

tion are the following.

1. Develop an Amharic sentence dataset for future research.

2. A hybrid network model was designed based on the BLSTM-GRU cell unit for Amharic

next word prediction.

3. The proposed method efficiency is compared to various deep learning-based next word pre-

diction models.

The rest of the paper is organized as follows. The materials and methods describe the pro-

posed approach to predict the next word for the Amharic language and the prepared dataset.

Results and discussions present experimental setups used in the experimentation process. The

conclusion consists of the main result and future work of the study.

2. Materials and methods

The proposed next word prediction model is built on a set of Amharic sentences that have dif-

ferent lengths (number of tokens). We use padding zero at the end of short sentences to make

all the sentences the same length. The encoded sentence is then given to the BLSTM-GRU

model’s input layer. The hyperparameters of the proposed model are determined through

experiments. The model learns the order of words from the training sentences. The model can

then be utilized in applications that write Amharic words after it has been trained and saved.

This helps to save time and prevent typing errors. For example, in an Amharic statement,

"እየሱስ ክርስቶስወደ እዚህምድርመጣ።" meaning "Jesus Christ came to this earth". The algo-

rithm pops the following word "ክርስቶስ" while the writer inputs the word "እየሱስ". It saves

time by not having to type each character "ክ", "ር", "ስ", "ቶ" and "ስ". The proposed next predic-

tion model’s modules and components are presented in Fig 1.

2.1. Dataset description

There is no freely accessible Amharic sentence corpus for broad research purposes. As a conse-

quence, we gather and compile the Amharic sentence dataset from the Amharic bible. The

dataset obtained consists of 42,908 sentences for training, 13,850 sentences for validation, and

6,542 sentences for testing the model with varying lengths. The dataset contains sentences with

a maximum length of 50 tokens and a minimum length of two tokens. After collecting, text

cleaning is a mandatory step when we are working with text in Natural Language Processing

(NLP). As a result, we apply the following preprocessing module to the dataset.

Punctuation and number removal. Since the main aim of this study is to predict the next

word of a given term, we need to remove those tokens which consist of a number, punctuation

marks, and token which contains non-Amharic characters. We used a regular expression to

eliminate them from the dataset.
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Tokenization. We utilized it to partition primary words from the next word and offer

support to the BLSTM to observe word sequence in reverse and forward directions. For this

purpose, we used a Python Natural Language Toolkit.

Integer encoding. Integer encoding consists of replacing the categories with digits from

one to the number of distinct categories. We used integer encoding to convert each word to

numerical data. We chose this method since it is very appropriate for a dataset with a larger

size, straightforward to implement, and does not expand the feature space [15].

2.2. BLSTM

Bi-directional long-short term memory (BLSTM) is the method of making any neural network

have the arrangement of data in both backward and forward directions [16, 17]. BLSTM uti-

lizes most of the data by going the time-step in both directions. In bidirectional, our input

flows in two directions, making a BLSTM different from the regular LSTM. With the regular

LSTM, we can make input flow in one direction, either backward or forward. However, in bi-

directional, we can make the input flow in both directions to preserve the future and the past

information.

2.3. GRU

GRU is a simplified version of the LSTM recurrent neural network model [18, 19]. GRU uses

only one state vector and two gate vectors, reset gate and update gate. The gated recurrent unit

performs tasks of natural language processing, speech signal modeling, and music modeling

like that of LSTM. The GRU model has been compared to LSTM and has been found to out-

perform LSTM when dealing with smaller datasets. In GRU, the input and forget gates are

combined and controlled by one gate. This combination of gates makes GRU simpler than

LSTM [20].

Fig 1. Proposed next word prediction model.

https://doi.org/10.1371/journal.pone.0273156.g001
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2.4. BLSTM-GRU model

The BLSTM learns the dependency between sequenced data in a Bi-directional manner, which

is important to learn relevant features of the data in each time step. We add a dropout layer to

the deep learning model to avoid overfitting [21]. This layer randomly drops out by a certain

number of neurons to improve the network generalization. The second layer of the proposed

network is the GRU cell unit. It is a special type of RNN with a fewer number of gates, which

helps us to minimize the complexity of the network model [22].

The general structure of the proposed network architecture is depicted in Fig 2. The sug-

gested network model’s input layer is a sequence of Amharic sentences. The input layer is used

to feed the sequenced Amharic text to the network model, which is then processed by the

embedding layer. To prevent overfitting, a bidirectional LSTM followed by a dropout layer is

used. BLSTM assists in learning the relationship discovered between words by watching in

both forward and backward directions. The suggested model’s second layer is a GRU cell unit

that may extract contextual features at a lower computational cost.

The proposed model training algorithm can be described by the following steps.
Algorithm: Proposed BLSTM-GRU Model
Start
1. Input: Amharic sentence sequence
2. Output: next word of the given sequence
3. BLSTM layer (hidden size, batch size)
4. Dropout layer
5. GRU layer (hidden size, batch size)
6. Dropout layer
7. Sigmoid activation function

End

2.5. Activation function

An activation function is a function that is added to an artificial neural network to help the net-

work learn complex patterns in the data. An activation function is at the end deciding what is

fired to the output layer. We used sigmoid as an activation function. The main reason why we

use the sigmoid function is that the proposed model predicts probability as an output [23].

3. Results and discussion

3.1. Experimental setups

All experiments are carried out in a Windows 10 environment on a machine equipped with a

Core i7 processor and 32 GB of RAM. The overall environment where the experiments are

performed is illustrated in Table 1 below.

Fig 2. Proposed BLSTM-GRU network model for Amharic next word prediction.

https://doi.org/10.1371/journal.pone.0273156.g002
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3.2. Model training

In this phase, the main task is training the proposed network by using encoded Amharic sen-

tence data. The proposed network model was implemented using Python deep learning

library. All the hyperparameters of the proposed model were determined through experiments.

The proposed BLSTM-GRU network model’s parameters are set as shown in Table 2.

Sample training categorical cross-entropy loss of the proposed model for the first 30 epochs

is depicted as shown in Fig 3 below.

We used 12,563 different Amharic sentences to validate the learning process of the pro-

posed model. The model’s training and validation loss is projected in Fig 4 below.

3.3. Performance evaluation

Based on the device’s and parameter values stated in Tables 1 and 2 above, the overall perfor-

mance of the proposed BLSTM-GRU network model is evaluated with a testing dataset and

produces 78.6% prediction accuracy. The result of the proposed model evaluation on a testing

dataset is displayed in Table 3. The performance of the model is evaluated in phrases of cate-

gorical cross-entropy loss and accuracy.

We also evaluate the proposed BLSTM-GRU next word prediction model’s performance

with an Amharic sentence that is not found in either the training or testing dataset. First, we

load Pickle-formatted tokenized Amharic sentence file. Then, in the same directory as the

source code, we load our proposed next word predictor model. Following this, we used the

saved model to predict the input sentence. The Amharic word predicted by the provided

phrase or sentence is shown in Fig 4 below.

The result in Fig 5 shows, the predicted words are acceptable in Amharic writing system.

Therefore the proposed BLSTM-GRU model can be embedded in different applications that

are used for typing Amharic texts.

Table 1. System equipment.

Component Description

CPU Core i7

Language Python

Operating system Window 10

System type 64-bit

Memory 32 GB

https://doi.org/10.1371/journal.pone.0273156.t001

Table 2. Parameter setting to train the proposed network model.

Parameters Value

Number of neurons 256

Dropout 0.5

Optimizer Adam

Batch size 64

Learning rate 0.001

Epoch 1000

https://doi.org/10.1371/journal.pone.0273156.t002
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Fig 3. Training loss and training accuracy for 30 epoch.

https://doi.org/10.1371/journal.pone.0273156.g003

Fig 4. Training and validation loss of the model for 30 epoch.

https://doi.org/10.1371/journal.pone.0273156.g004
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3.4 Model comparison

The overall performance of the proposed network model is compared with the state-of-the-art

next word prediction models along with LSTM, GRU, and BLSTM models on the Amharic

sentence dataset. The experimental result shows the proposed model improves next word pre-

diction accuracy by 2.5% than the one which produces excellent from the remaining RNN

models i.e., BLSTM. The evaluation result of the state-of-the-art next word prediction tech-

niques with the proposed model is depicted in Table 4.

Similarly to prediction accuracy, we compared the proposed BLSTM-GRU network model

with LSTM, GRU, and BLSTM with the time required to finish the training. As a result, the

proposed model outperforms LSTM and BLSTM models in terms of training time. Fig 4 below

depicts the comparisons of the time required to train LSTM, GRU, BLSTM, and

BLSTM-GRU.

As the result shown in Fig 6 above, the proposed predictive network model uses GRU in

combination with BLSTM to minimize execution time. In general, the proposed network

model compromises prediction accuracy and execution time by balancing the shortcomings of

one model with the strengths of another. The model is tested with word-level predictions, not

character sequence predictions.

4. Conclusion

This paper proposed the BLSTM-GRU network model to predict the next word for the

Amharic writing system. The BLSTM showed a better understanding of the relationship

between words by learning in a bi-directional manner. The GRU cell unit deploys an update

Table 3. Model evaluation.

Loss Accuracy

0.4732 0.7859

https://doi.org/10.1371/journal.pone.0273156.t003

Fig 5. Sample predicted Amharic words from the provided phrase or sentence.

https://doi.org/10.1371/journal.pone.0273156.g005

Table 4. Comparison of the proposed model with LSTM, GRU, and BLSTM.

Accuracy LSTM GRU BLSTM BLSTM-GRU

75.02% 73.5% 76.1% 78.6%

https://doi.org/10.1371/journal.pone.0273156.t004
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and reset gate, which is more efficient than the conventional LSTM model. Different experi-

ments were conducted to evaluate the performance of the proposed next word prediction

model and to compare it with the state-of-the-art methods. The result shows that the proposed

next word prediction network model (BLSTM-GRU) yielded a promising result. The proposed

method can predict the next word in more complex sentences, in which the relationships and

dependencies are more complex to discover. Future improvement should be focused on trying

the proposed network model on the larger Amharic sentence dataset from different domains.
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