Detection of gastrointestinal tract disorders using deep learning methods from colonoscopy images and videos
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\textbf{ABSTRACT}

Colorectal cancer (CRC) is the world’s third most common cancer, with the second highest fatality rate. It is primarily the result of lower gastrointestinal tract (GI) disorders. The prevention of CRC mainly depends on the early detection and treatment of anomalies in the lower GI tract. Colonoscopy is the gold standard device used for diagnosing abnormalities in the lower GI tract as well as identifying anatomical landmarks and bowel preparation scales. However, it is time-consuming, tedious, and prone to error process, especially for those hospitals in low resource settings. Therefore, in this research, a real-time automated detection, classification, and localization of lower GI tract pre-colorectal cancerous abnormalities were done. The proposed system enables real-time detection, classification, and localization of common pathology, anatomical landmarks, and bowel preparation scale from colonoscopy images. To do the research, data was gathered both online (at hyper k-viasr dataset) and locally from the Yanet Internal Specialized Center and the Ethio-Tebib Hospital. Data augmentation techniques were applied to increase the training dataset. The pre-trained transfer learning SSD, YOLOV4, and YOLOv5 object detection model was used to develop the system with minimal fine-tuning of the hyper parameters and their performance was compared. The Yolo v5 model achieves good precision, recall, and mean average precision (mAP), 99.071%, 98.064% and 98.8%, respectively, on the testing data set. The developed artificial intelligence-based module would have the potential to assist gastroenterologists and general practitioners in decision-making. Even though the proposed work achieved the best performance, further improvement is required by increasing the size of the dataset to include other GI tract disease diagnoses.
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Background

The gastrointestinal (GI) tract extends from the esophagus to the anus. The lower GI tract encompasses the area between the anus and the ileum, which is the distal portion of the small intestine. Cancer is the second leading cause of death in humans, following cardiovascular disease [1]. Nowadays, the cancer mortality rate is increasing [2], and colorectal cancer (CRC), which happens in the lower GI tract is the third most diagnosed and second mortality-causing cancer in the world [3,4]. In addition to this, unlike in Western countries, in Ethiopia CRC prevalence is higher in the young population [5]. Moreover, it leads to lower GI tract abnormalities and lesions if not detected at an early stage and proper treatment is not given [1]. For lower GI tract cancer prevention, the detection, treatment, and removal of precancerous lesions in the lower GI tract are very essential. Physicians use a colonoscopy to detect and classify pathology in the lower GI tract, and the disease is overlooked at an early stage and misclassified by physicians. Therefore, medical image processing and artificial intelligence based automatic detection and classification of this abnormality and lesions is a key to overcoming the problem. Moreover, the real-time detection of pathology, anatomical landmarks, and bowel preparation scale from colonoscopy video is essential for saving time, reducing operator effort and misdiagnosis. The common pathologies in the lower GI tract that are screened by colonoscopy are polyps, ulcerative colitis, and hemorrhoids [6,7]. From those pathology polyps and UC are the most common precursors of CRC [8,9,10]. As the study at St Paul’s Hospital Millennium Medical College (SPHMMC) indicates, the most prevalent disease diagnosed by colonoscopy in Ethiopia is hemorrhoid [7,11]. The study also shows the incidence of polyps and UC has significantly increased in our country, which are the major causes of CRC. All these abnormalities and lesions have developed on the mucosal wall of the intestine. To screen the intestine mucosal wall using colonoscopy, the wall needs to be clean. Kytyla et al. (2021) discovered that bowel preparation plays an important role in the success and quality of lower GI tract pathological findings [12]. So good bowel preparation leads to better diagnosis of pathologies in the lower GI tract using colonoscopy.

Patients with lower GI tract disorder manifest abdominal pain, blood on or in the stool that is either bright or dark, distension, diarrhea, constipation, accidental stool leakage, or incontinence [8]. The most effective way to control GI disease and the incidence of CRC is early detection and early treatment of the disease [8,9,10]. This study focused on the diagnosis of three common lower GI tract diseases: polyps, ulcerative colitis, and hemorrhoid. Furthermore, the study includes the detection of essential anatomical landmarks and a bowel preparation scale. The criteria for disease selection were their relevance to form CRC and their prevalence [7,11,13]. Polyps are lesions within the intestine observable as mucosal outgrowths. The common type of polyps is premalignant and causes colorectal cancer if it’s not removed early (see the Polyps pathology in Fig. 1, a) [14,10]. Ulcerative colitis (UC) on the other hand (see Fig. 1 b) is the other lower GI tract disease that is caused by the mucosal inflammation that starts from the rectum and can extend to the entire colon. UC patients have a high risk of developing colorectal cancer [15,16]. Moreover, hemorrhoids (see Fig. 1 c) are swollen or dilated veins of the anus or rectum. It may be located just inside the anal canal (internal hemorrhoid) or surrounding the anal opening (external hemorrhoids). Hemorrhoids may be present for years but go undetected until bleeding occurs [17,10]. Colonoscopy can even detect before bleeding occurs.

Currently, clinicians may use a mixture of clinical symptoms, laboratory indicators, radiation monitoring, endoscopy, and histological analysis of tissue samples to assess disease occurrence and make treatment decisions in the lower GI tract. Moreover, a combination of nanotechnology and medical imaging methodologies such as computed tomography (CT), single photon emission computed tomography (SPECT), positron emission tomography (PET), and magnetic resonance imaging (MRI) is used for lower GI tract disease diagnosis, disease severity monitoring [18,13]. Nevertheless, colonoscopy can provide in situ imaging of mucosal lesions and abnormalities diagnosis. Capsule endoscopy is a vitamin pill size endoscope that is used to screen the whole GI tract. The patient swallows the capsule, which moves through the digestive tract taking thousands of pictures and wirelessly sending them to the recording device, and then the physician will examine it [19]. This study aimed to design and develop a real-time detection and classification of precancerous lesions and other abnormalities in the lower GI tract from colonoscopy images using the yolov5 deep learning model. This is significant especially for developing countries like Ethiopia, where both the experts and the resources are scarce.

So far, a method of automatically detecting and classifying GI tract disease from clinical images has been proposed in several works of literature. The majority of them use machine learning and deep learning techniques to build a model for diagnosing GI tract illnesses from clinical images [20,21,22,23,24]. A research work reported in [25] used Global feature (GF), deep CNN, and transfer learning (Inception-v3) for the classification of GI tract anatomical findings, including esophagitis, polyps, and UC, and anatomical landmarks such as Z-line, pylorus, and cecum. Those methods were developed as baseline

![Fig. 1](image_url) a) Polyps, b) Ulcerative Colitis, c) hemmorhoid images acquired from Yanet Internal Specialized Center.)
performance for the k-vasir dataset. From the system, GF achieved an accuracy of 93.7%, deep CNN achieved 95.9%, and Inception-v3 achieved 92.4%. At the same time, an Inception-based CNN architecture was proposed for the classification of the same classes in [24]. The task's purpose is to classify diseases (as efficiently as feasible) with as little training data as possible by decreasing the parameters in CNN. It uses Google Net as a base and achieves 93.9% accuracy, which is a better achievement than GF and Inception-v3, but less than Deep CNN. Moreover, blurry, cecum, normal, polyps, tumor, and Z-line are five findings from capsule endoscopy with real-time polyp localization that are classified by [26]. They used Darknet-YOLO and TensorBox for polyp localization, which had a greater accuracy of 96.9% but were too sluggish to be deemed real-time. In [22] they used Inception-v4, Inception-ResNet-v2, and NasNet models to classify only 8 classes of GI diseases, which include 3 pathological findings (esophagitis, ulcerative colitis and polyps), 3 anatomical land marks (pylorus, z-line and cecum) and 2 medical procedures (dyed lifted polyps and dyed resection margins). They used the kvasir dataset. This paper used a robust preprocessing method, which leads to better accuracy. Inception-v4, Inception-ResNet-v2, and NasNet each achieve 98.45%, 98.48%, and 97.35% accuracy respectively. In this research, bowel preparation quality, which is very essential for the lower GI tract detection and classification, is not included.

The other related work on the top of the GI tract anatomical and pathological classification is the global feature (GF) approach based on 16 classes. The classified classes are blurry-nothing, colon-clear, dyed-lifted-polyps, dyed-resection-margins, esophagitis, instruments, normal-cecum, normal-pylorus, normal-z-line, out-of-patient, polyps, retroflex-rectum, retroflex-stomach, stool-inclusions, stool-plenty, and UC, whose data is unbalanced from Nerthus and k-vasir datasets. It fetches 6
features from the image, each of which can represent the whole properties of the image and transfer them to the machine learning classifier. The properties include Pyramid Histogram of Oriented Gradients (PHOG), Color Layout, Tamura, Edge Histogram, Auto Color Correlogram, and Joint Composite feature (JCD). Two methods of GFs approach are based on what takes place. The difference is the classifier they use. The first one uses a simple logistic (SL) classifier while the second one uses a logistic model tree (LMT) [27]. Because the data they utilize is imbalanced, both models perform poorly, with an accuracy of 82%. The transfer learning strategy outperforms the GF approach in terms of accuracy and performance. Transfer learning is superior because it employs pre-trained networks that can quickly learn common visual features such as curves, lines, and edges.

The pre-trained methods that were developed for the classification of anatomical landmarks and pathological findings of the GI tract are Resnet-152 and Densenet-161 and their combinations, which are pre-trained on the ImageNet dataset and selected based on top-one error and top-five errors from pre-trained networks in Pytorch. The method includes Resnet-152 alone, a combination of Resnet-152 + Densenet-161 and Resnet-152 + Densenet-161 + MLP (multilayer perceptron). All of them are used to classify anatomical landmarks and pathological findings, which cover the 16 classes that were mentioned above from the Nerthus [28] and kvasir datasets along the whole GI tract. Additionally, the same methods were selected from nice performing methods presented at the MediaEval Medico Task [29,30] for the classification of 23 classes of the hyper k-vasir dataset as base performance. Image data in the hyper k-vasir dataset is highly unbalanced. collected both from the upper GI tract and the lower GI tract. It includes pathological findings in the upper and lower GI tract, anatomical landmarks in the upper and lower GI tract, quality of mucosal view, and therapeutic interventions. The pathological findings in the upper GI tract are Barrett’s esophagus, short-segment Barrett’s, esophagitis-a, and esophagitis-b-d. The anatomical landmarks in the upper GI tract are the Z-line, pylorus, and retroflex stomach. The pathological findings in the lower GI tract are polyps, hemorrhoids, UC grade 0-1, UC grade 1-2, UC grade 2-3, UC grade 1, UC grade 2, and UC grade 3. The anatomical landmarks in the lower GI tract are the cecum, retroflex rectum, and ileum. The quality of mucosal views are BBPS-0-1, BBPS-2-3, and impacted stool. The therapeutic interventions are dyed lifted polyps and dyed resection margins. The combination of two pre-trained models with MLP outperforms all other methods because the result is not only the average of the two pre-trained models but MLP is also added to perform complex mathematical formulas for better cumulative decisions. MLP has 32 inputs through which 16 probabilistic outputs of the two pre-trained models enter into it. At the end of the day, MLP processes the outputs for a better decision of the result [21]. Even though this paper covers more classes, the data it utilizes is very imbalanced. More importantly, the classification of pathological abnormalities and anatomical landmarks from colonoscopy images is the focus of everyone. However, because categorization does not show the precise location of a problem on an image, no localization is achievable. Furthermore, there hasn’t been enough effort reported on localization and detection of lower GI tract findings from video. The proposed work use augmentation to balance the data and a different annotation file is prepared (to localize exact position of disorders). An XML annotation file and a text annotation file are prepared for 8000 images with collaborators. Overall, 16000-annotation files are prepared to train different pre-trained object detection algorithms. The proposed models are used to detect, classify, and localize pathology, anatomical landmarks, and bowel preparation scale in the lower GI tract from both colonoscopy images and videos. Eventually developed models on custom data are compared and a graphical user interface (GUI) was built for the preferred model of the proposed models.

Materials and methods

This work followed the experimental research type, which includes image data collection from local hospitals and online, preprocessing and augmentation of the data, annotation of data, and the training, validation, and test sets of prepared image data were separated. 70% of the data, which consisted of 5600 images, was utilized for training, 15% for validation, and 15% for the test. Both validation and test data consisted of 1200 images. Brief explanations are provided in the following sections. The following Fig. 2 shows the general block diagram of the developed system.

Data collection

The colonoscopy images were collected from Yanet Internal Specialized Center and Ethio-Tebib Hospital. Fig. 3 below shows data collection and annotation with the help of three clinical collaborators. In addition to this hyper kvasir dataset (online data), which is collected from the Department of Gastroenterology, Baerum Hospital in Norway is also included. Both Yanet Internal Specialized Center and Ethio-Tebib Hospital have a digital colonoscopy that is used to store screened images. Generally, 4508 images were obtained from an online database and 1814 images were collected from local hospitals, where 1000 were collected from Yanet Internal Specialized Center and the remaining 814 were from Ethio-Tebib Hospital. Even though the collected data is not equal over classes, the augmentation method was applied to balance the number of images per class.

Preprocessing and augmentation

Initially, the images were found in different formats, then all of them were converted to the same format before augmentation takes place. To balance the data and increase the amount of training data, we used different augmentation techniques including rotation, vertical flip, and scaling (see Fig. 4) [31]. Image augmentation is the process of applying various changes
to original images to create many altered copies of the same image. Image augmentation not only increases the size of our dataset but also provides different levels of variance to the training data and allows our model to generalize more effectively to new data. This has increased the training dataset.

The following Table 1 summarizes the total number of data used per class including the data after data augmentations.

**Model training**

In any deep learning task, the first and most important step is to prepare the data. Data collection, data preprocessing, data augmentation, and data annotation occurred in this research for data preparation. After the data was prepared, it was divided into train, validation, and test dataset folders, which are created for both images and labels. Google colab was used for training, which is used to train the algorithms online. The object detection pre-trained deep learning models SSD,
YOLOv4, and YOLOv5 were trained on the custom data by adjusting image size, batch size, epoch, and some hyperparameters. The amount of custom data prepared for training was 5600 images for training and 1200 images for validation. An XML file was used to train SSD with image data, while a txt file was used to train YOLOv4 and YOLOv5 with prepared image data. During training, the image size was adjusted to 320×320 and the batch size and epoch were adjusted to 32 and 60, respectively, for all models. In the same way, to achieve better results, the learning rate was decreased to 0.0001 and more filters were changed. Eventually, the ideal model was selected, and an independent Windows application was created for it. The application was developed using Qt Designer and python. Fig. 5 shows a sample of the training batch.

After training of the models on custom data by adjusting hyper-parameters, the developed models were compared and eventually, a GUI was developed for the best model.

The materials used in this study are stated in Table 2 below.

Performance Evaluation Metrics

A detection is represented by three attributes: the object class, the accompanying bounding box, and the confidence score, which is usually a number between 0 and 1 that indicates how sure the detector predicts the class accurately. In the case of object detection, the employed evaluation metrics measure how close the detected (predicted) bounding boxes
Fig. 6. The training and validation sets loss functions for SSD.

Fig. 7. Confusion matrix for SSD.
Table 2
List of software and hardware materials used in the study

<table>
<thead>
<tr>
<th>Software materials</th>
<th>Hardware materials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labeling annotation tool</td>
<td>Colonoscopy machine (Olympus and Karl Storz models)</td>
</tr>
<tr>
<td>Python 3.8</td>
<td>HP, Processor: Intel(R) Core(TM) i7-2670QM CPU @ 2.20GHz, 2201 Mhz, 4 Core(s), 8 Logical Processor(s), 12 GB RAM, 16 bit operating system, window 10</td>
</tr>
<tr>
<td>Qt designer</td>
<td></td>
</tr>
</tbody>
</table>

by the model was to the ground truth (hand-labeled) bounding boxes. This is done for each object class separately, by calculating intersection over union (IOU), or the amount of overlap between the predicted and ground-truth areas. Let the bounding box predicted by the model be $B_p$ and the ground truth bounding box be $B_{gt}$. Then IOU is the bounding box intersection of $B_p$ and $B_{gt}$ divided by the bounding box union of $B_p$ and $B_{gt}$, which is expressed as the following Eq.1[32].

$$\text{IOU} = \frac{B_p \cap B_{gt}}{B_p \cup B_{gt}}$$

(1)

The better the detection, the closer the IOU becomes to 1.

On the other hand, the confidence score represents how confident the model is that the box includes an object as well as how accurate the box’s predictions are. The method for finding the confidence score is as described in the following Eq.2 [32,31]:

$$C = \text{pr(obj)} \times \text{IOU}$$

(2)
Fig. 9. The training and validation sets loss for YOLOv4.

Where C represents confidence and Pr (Object) denotes the probability that the cell contains an object in the expected bounding box. The IOU is used to define the most important object detection metrics like precision, recall, f1 score, average precision (AP), and mean average precision (mAP). The proportion of correct positive classification from positive prediction is measured by precision, while the proportion of correct positive prediction from the real truth is measured by a recall. The F1 score is a comparison indicator between precision and recall numbers that determine the most ideal confidence score threshold where precision and recall produce the maximum F1 score. The average precision (AP) is a method of condensing the precision-recall curve into a single number that represents the average of all precisions. The mean of the APs for all classes is called the mean average precision (mAP). Eq.3, Eq.4, Eq.5, Eq.6, and Eq.7, below depict the mathematical representation for precision, recall, f1 score, Ap, and mAP respectively. A confusion matrix is a N x N matrix that is used to evaluate the performance of a classification or detection model, with N denoting the number of target classes. On the other hand, it determines how much the model is confused while detecting different classes\cite{32,24}.

\begin{align*}
P &= \frac{TP}{TP + FP} \\
R &= \frac{TP}{TP + FN} \\
F1 &= 2 \left( \frac{P \times R}{P + R} \right) \\
AP@\alpha &= \int_0^\infty p(\tau) \, d\tau \\
mAP @ \alpha &= \frac{1}{n} \sum_{i=1}^{n} AP_i
\end{align*}

\cite{32,24}
S. Aliyi, K. Dese and H. Raj

Fig. 10. Confusion matrix for YOLOv4.

utilized. Terms are defined as follows:

- True Positive (TP) – The model correctly detects the disease.
- False Positive (FP) – The model incorrectly detects the disease.
- False Negative (FN) – An object detector misses (does not detect) a ground truth.
- True Negative (TN) – This is a background region that the model has appropriately missed. Because such locations are not explicitly labeled when producing the annotations, this measure is not employed in object detection.

Results

For all models, the total number of clinical images utilized for 1 training, validation, and testing, as well as the accompanying annotation files, was 5600, 1200, and 1200, respectively. Each models result was discussed below.

Single-shot detector (SSD) result

The pre-trained SSD model was trained using clinical images and XML files for 60 epochs. The model achieves 87.5% mAP at an IOU threshold of 0.5. The lowest train box loss, train object loss, and train class loss for the model are 0.016721, 0.013232, and 0.01208, respectively. Similarly, 0.020179, 0.013311, and 0.009852 are the lowest validation box loss, validation object loss, and validation class loss, respectively. 

Fig. 6 below shows the loss of train and validation over 60 epochs. The model also achieves 90.42% precision and 91.32% recall results on unseen image test data. Furthermore, eight videos each including all instances of the class are also used to test the model. The model correctly detects and localizes 59 objects from an instance of 64 objects in eight test videos. A confusion matrix compares actual target objects to model predictions. The model scores polyps (81%), UC (91%), hemorrhoids (87%), normal (90%), inadequate (87%), impacted stool (89%), retroflexed rectum (81%), and cecum (88%). The developed SSD model’s confusion matrix is shown in Fig. 7 below.

Fig. 8 below presents the experimental result output in terms of the mAP of the model over a given epochs.
Using YOLOv4 model result

The pre-trained YOLOv4 model was trained by using clinical images and text files for 60 epochs. The model achieves 92.7% mAP at an IOU threshold of 0.5. The lowest train box loss, train object loss, and train class loss for the model are 0.010866, 0.009193, and 0.00708, respectively. In the same way, 0.016179, 0.008343, and 0.002506 are the lowest validation box loss, validation object loss, and validation class loss, respectively. Fig. 9 below shows the loss of train and validation over 60 epochs. The model also achieves precision and recall results of 93.02% and 92.83%, respectively, on unseen image test data.

A confusion matrix compares actual target objects to model predictions. The YOLOv4 model scores polyps (85%), UC (92%), hemorrhoids (90%), normal (91%), inadequate (92%), impaction (94%), retroflexed rectum (87%), and cecum (94%). The developed YOLOv4 model's confusion matrix is shown in Fig. 10 below. Additionally, eight videos each including all instances of the class are also used to test the model. The model correctly detects and localizes 62 objects from an instance of 64 objects in eight testing videos.

Fig. 11 depicts the mAP over epochs experimental result of YOLOv4 model.

Using YOLOv5 model result

The pre-trained YOLOv5 model was trained by using clinical images and text files for 60 epochs. The model achieves 98.8% mAP at an IOU threshold of 0.5. This best mean average precision was achieved with the lowest losses. The lowest train box loss, train object loss, and train class loss for the model are 0.009721, 0.004852, and 0.00208, respectively. In the same way, 0.015179, 0.003343, and 0.000602 are the lowest validation box loss, validation object loss, and validation class loss, respectively. Fig. 12 below shows the loss of train and validation over 60 epochs. The model also achieves the ideal precision and recall results on unseen image test data with 99.071% and 98.064%, respectively. The model is also
tested using eight videos, each of which contains all instances of the class. All 64 test objects in test videos are successfully detected and localized by the model.

A confusion matrix compares actual target objects to model predictions. The model scores polyps (90%), UC (97%), hemorrhoids (100%), adequate (99%), inadequate (99%), impacted stool (99%), retroflexed rectum (97%), cecum (99%). The developed YOLOv5 model’s confusion matrix is shown in Fig. 13. The values of the 8 numbers on the diagonal of the confusion matrix are all greater than 90%, and a very small number of values on the diagonal indicates that the model is confused between objects very little.

Fig. 14 shows the experimental results in terms of the mAP of the model over epochs. Yolov5 developed on custom data for the detection of lower GI tract disorders has a low latency and detects every frame of test video at a speed of 24 FPS.

Algorithm demonstration

From images and videos, the developed GUI allows the user to detect and localize common pathological findings, anatomical landmarks, and bowel preparation scales in the lower GI tract. By using the load file button, the user can choose a video or image from the directory. The user then presses the play button to see the result of the detection and localization as an image or video on the screen. The bounding box, object type, and confidence are all included in the detection result. Fig. 15 shows the pictures that were taken while the objects were being found in real-time processing from the video.

As depicted in Fig. 15 above, the designed model returns a diagnosis result by using the object’s bounding box, putting its class on top of the object in word along with predicting accuracy (confidence score). The confidence score ranges from 0–1, which indicates how confident the model is that the box contains an object and also how accurate it realizes the box is predicted.

Discussions

Even though there are more tools available for diagnosing the lower GI tract, the process is time-consuming, tedious, and complicated [33]. Furthermore, since those technologies are operator-dependent, a gastroenterologist’s lack of experience,
fatigue, and loss of concentration during the examination leads to the missing and misclassification of disorders in the gastrointestinal tract[21,22,34]. The goal of this study was to design and develop an automatic detection and classification system for problematic abnormalities in the lower GI tract, as well as anatomical landmarks and a bowel preparation scale from image and video. The number of image data obtained online was 4508, with 1814 data collected locally (1000 from Yanet internal specialized center and 814 from Ethio-Tebib hospital). The total number of images obtained was 6322, which was letter boosted to 8000 to balance the data via augmentation.

The proposed approach detects and localizes common pathology in the lower GI tract in automatically from image and video, allowing the disease to be treated sooner rather than later before it progresses to CRC. The two most important factors in detecting pathology in a colonoscopy image or video are the quality of the mucosal view and the identification of anatomical landmarks in the lower GI tract so that the models can also detect and localize anatomical landmarks and bowel preparation scale in the lower GI tract images and videos.

Pretrained SSD, YOLOv4, and YOLOv5 were trained on the custom data (5600 images with equal label files for training and 1200 images with equal label files for validation) by adjusting image size, batch size, epoch, and some hyperparameters. The image size was adjusted to $320 \times 320$, and the batch size and epoch were adjusted to 32 and 60, respectively, for every model.

The pre-trained SSD model was trained using clinical images and XML files for 60 epochs. The model achieves 87.5% mAP at an IOU threshold of 0.5. The lowest train box loss, train object loss, and train class loss for the model are 0.016721, 0.013232, and 0.01208, respectively. Similarly, 0.020179, 0.013311, and 0.009852 are the lowest validation box loss, validation

![Confusion matrix for YOLOv5.](image-url)
Fig. 14. mAP for YOLOv5 over 60 epochs.

Table 3
Comparison of train loss and validation loss for developed models

<table>
<thead>
<tr>
<th>Models</th>
<th>Train box loss</th>
<th>Train object loss</th>
<th>Train class loss</th>
<th>Validation box loss</th>
<th>Validation object loss</th>
<th>Validation class loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSD</td>
<td>0.01672</td>
<td>0.01323</td>
<td>0.01208</td>
<td>0.02018</td>
<td>0.01331</td>
<td>0.00985</td>
</tr>
<tr>
<td>YOLOv4</td>
<td>0.01087</td>
<td>0.00919</td>
<td>0.00708</td>
<td>0.01618</td>
<td>0.00834</td>
<td>0.00251</td>
</tr>
<tr>
<td>YOLOv5</td>
<td><strong>0.00972</strong></td>
<td><strong>0.00485</strong></td>
<td><strong>0.00208</strong></td>
<td><strong>0.01518</strong></td>
<td><strong>0.00334</strong></td>
<td><strong>0.0006</strong></td>
</tr>
</tbody>
</table>

object loss, and validation class loss, respectively. The model also achieves 90.42% precision and 91.32% recall results on unseen test image data. Furthermore, the model correctly detects and localizes 59 objects from an instance of 64 objects in eight test videos.

The pre-trained YOLOv4 model was trained by using clinical images and text files for 60 epochs. The model achieves 92.7% mAP at an IOU threshold of 0.5. The lowest train box loss, train object loss, and train class loss for the model are 0.010866, 0.009193, and 0.00708, respectively. In the same way, 0.016179, 0.008343, and 0.002506 are the lowest validation box loss, validation object loss, and validation class loss, respectively. The model also achieves precision and recall results on unseen test image data with 93.02% and 92.83%, respectively. Moreover, the model correctly detects and localizes 62 objects out of an instance of 64 objects in eight test videos.

The ideal performance was achieved using the YOLOv5 model. The error of the model training and validation fell dramatically for all boxes, objects, and classes, indicating that the model is strongly converged. 0.009721, 0.004852, and 0.00208 are the lowest train box, train object, and train class losses, respectively. Similarly, the lowest validation box loss, validation object loss, and validation class loss are 0.015179, 0.003343, and 0.000602, respectively. Table 3 below shows the comparison of losses for developed models in this thesis. The model achieves the ideal precision and recall results of 99.071% and 98.064%, respectively, on unseen test image data. The widely used metrics for assessing object detection algorithms are average precision (AP) and mean average precision (mAP). The model score was 94.6% for polyps, 99.4% for cecum, 99.3% for
inadequate, 99.5% for normal, 99.3% for impaction, 99.5% for retroflexion, 99.4% for UC, 99.5% for hemorrhoid AP, and 98.8% mAP for all classes at 0.5 IOU threshold.

As shown in Table 3, the lowest error during training and validation was achieved by the YOLOv5 model.

Table 4 below shows the ideal model from developed models by comparing them by precision, recall, and mAP. The model misunderstanding between the classes is very minimal, and the class match with the target class scores shown on the confusion matrix for polyps (90%), UC (97%), hemorrhoids (100%), adequate (99%), inadequate (99%), impacted stool (99%), retroflexed rectum (97%), and cecum (97%) are all higher than 90%. Moreover, all 64 test objects in the videos are successfully detected and localized by the model.

Since there is more GI tract disease, different researchers proposed machine learning and deep learning-based diagnosis systems for specific types of diseases \[23,26,27,35–38\]. Our study focuses to detects and localizing more prevalent and CRC-causing pathology in the lower GI tract from colonoscopy image and video. Moreover, it also includes the detection of the two most important factors in detecting pathology in a colonoscopy image or video which are the quality of the mucosal view and the identification of anatomical landmarks in the lower GI tract. Previous works are focused only on classification. Even though the evaluation matrix, the dataset, used, and the types of diseases considered were slightly different, the current work achieved significantly improved overall based on the common evaluation matrix compared to \[23,26,27,35–38\] by the recall and precision evaluation matrix. Furthermore, developed GUI for our best model enables non-expert users to identify lower GI tract disorders. The developed system has the potential to be used as a decision support system for physicians, general practitioners, and patients.

Conclusions

Clinicians may use a mixture of clinical symptoms, laboratory indicators, radiation monitoring, endoscopy, and histological analysis of tissue samples to assess disease occurrence and make treatment decisions in lower GI tract problems. Even though there are more technologies for the diagnosis of the lower GI tract the process is time-consuming, tedious, and complex. More than that those technologies are operator-dependent so the shortage of experience of a gastroenterologist,
tiredness of the operator, and lack of concentration during examination leads to missing and misclassifying of the lesions in the tract. The proposed study enables real-time detection of eight colonoscopy findings from video in addition to detection of the same objects from the image. The developed diagnostic system assists gastroenterologists in decision-making and helps general practitioners, essential for time-consuming and easy work. Based on our plan, in this research, we tried to identify the most cancerous lesions in the lower GI tract and prevalent lower GI tract conditions in our country and throughout the world and develop an automated real-time detection of lower GI tract finding diagnosis system with GUI. However, the dataset we collected was small for experimentation. The study was limited to detecting only eight colonoscopy findings from the lower GI tract. Therefore, including more colonoscopy findings and upper GI tract findings is very important for real-time diagnosis of the GI tract. Finally, we recommend developing a combined model and knowledge base system that diagnoses diseases using patient information or other input, in addition to diagnosing only from images and video which can further boost the performance.
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